Grouping of Image Patterns Using InceptionV3 for Face Shape Classification
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Abstract—The human face is an extraordinary part where nearly everybody is not quite the same as each other. One perspective that should be visible plainly is the shape. Face shape grouping can be used for amusement, security, or excellence. One technique that can be utilized in picture grouping is the InceptionV3 model. InceptionV3 is the structure of the Convolutional Neural Network (CNN) created by Google, which can tackle picture examination and item discovery issues. This engineering is utilized to order face shapes into five classes: Round, Heart, Square, Oblong, and Oval. At that point, the Google Pictures dataset goes through the pre-handling stage, and the Shrewd Edge Identifier is applied to each picture. Hair turns into a commotion. Consider recognizing the side of the face because it does not make any difference what the hairdo resembles. What is important is the side of the face. When there is a dataset of elongated class and heart class with a comparable hairdo, InceptionV3 will identify the component and expect the two pieces of information to come from a similar class. The exchange learning strategy is done in preparation for the last Layer of ImageNet's InceptionV3 model. This strategy puts the high precision level with an exactness of 93% preparation and testing between 88% - 98%. InceptionV3 could arrange upwards of 692 from 747 datasets or around 92.65%. The most reduced information class is the heart class, where out of 150 information, InceptionV3 can characterize upwards of 130 information.
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I. INTRODUCTION

There is a long way to go when regulate a business: for instance, the development of clients in a store and the items they view, places of creation, log jam, or stock that should be added [1]. In any case, humanly, we cannot watch out for a business continually, and this is where computer vision becomes possibly the most important factor [2], [3]. Computer imaging joins cameras, edge figuring, cloud-based processing, programming, and artificial intelligence (AI) to help frameworks "see" and distinguish objects [4]. Computer vision (CV) is an area of artificial intelligence (AI) that focuses on making it possible for computers to interpret and grasp visual data from the outside world [5], [6], much like how people see[7], perceive, and understand the visual world [7], [8]. It encompasses a range of techniques and methods for processing, analyzing, and making sense of visual data, such as images and videos [9], [10]. The primary goal of computer vision is to teach machines to extract meaningful insights and information from visual input, just as humans do [11], [12]. By being balanced with software developments in various sectors, Computer Vision technology can be useful in various ways [13], [14]. For example, it is applied to the security section for surveillance cameras [15], the entertainment section for camera filters [16], and others. To support the development of the software, it is necessary to research human face recognition. That is the reason this research takes the topic of face shape [17].

The human face is a unique part of the body, where each individual has different characteristics, although a small number of people have faces similar to others [18], [19]. One of the differences that can be grouped is the shape of the face. The grouping of face shapes can be categorized into five classes: round, square, heart, oblong, and oval [20].

There are several methods or ways of grouping human faces using the Computer Vision technique. One technique that can be used is the Convolutional Neural Network (CNN) [21], which is excellent at various image-processing tasks, including
segmentation, object detection, and image categorization. They do not require manually engineered feature engineering because they automatically learn pertinent features from raw pixel data [22], [23]. CNN is extremely useful for various computer vision applications because of its ability to capture both low-level characteristics (like edges) and high-level semantics (like object IDs) in images [24], [25]. CNN itself consists of various nodes (neurons) that overlap to form one Layer (layers) and are connected to determine the information value of an input image.

InceptionV3 is one of the pre-trained CNN models Google AI developed, including 48 layers [26]. This network can classify images into 1000 objects, such as keyboard, mouse, pencil, and animal [27]. This aims research to (1) deploy InceptionV3 with a retrained model for facial shape classification and (2) measure the accuracy of the classification while using InceptionV3.

II. MATERIALS AND METHOD

Research conducted by [20] designed a novel framework for hairstyle recommendations based on face shape classification. The framework is based on the Support Vector Machine (SVM), while the face shape classification uses deep-learned (VGG-Face) features and a VGG-face fine-tuned version. To combine the three methods, this study uses two combination techniques: Vector Concatenation and Multiple Kernel Learning. The results show that the proposed method can achieve up to 70.33% accuracy. Research on the classification of face shapes was also carried out by [28] in a study on Face Shape Classifiers. In this study, the Dense Facial Landmark API by Face++ was used to generate facial landmarks so that they could be calculated. The research divides face shape classes into 6, namely: Round, Square, Oblong, Diamond, Triangle, and Oval.

Another study [29] proposes a face-shape classification method based on Region Similarity, Correlation Coefficient, and Fractal Dimensions. The study was conducted using three different facial datasets. The results showed that, on average, there were 80% faces in the three datasets with an elliptical shape. Face Shape Classification from 3D human data using SVM was conducted by [30] using three stages. The stages are head segmentation, face plane identification, and face shape classification. With input in the form of 3D data, SVM is used to classify facial shapes into four classes: ellipse shape, long shape, round shape, and square shape. The study used 90 subjects as experimental material, which resulted in an accuracy of up to 73.68%. Thus, this current study used the Convolutional Neural Networks (CNNs) algorithm found in InceptionV3 to classify facial shapes into five classes: oblong, round, heart, square, and oval. In addition, this research also uses Canny Edge Detector for image pre-processing to be used.

A. Computer Vision

Computer Vision has been studied from various perspectives. This science has evolved from raw data recording to techniques and ideas that combine digital image processing, pattern recognition, machine learning, and computer graphics. Computer Vision helps experts analyze images and videos to obtain the necessary information and understand information about events or descriptions using multi-range application domain methods with big data [31], [32]. The main purpose of Computer Vision is to create models, extract data and information from images [33].

B. Convolutional Neural Network

Convolutional Neural Network (CNN) is a deep learning method that is widely used to solve complex problems regarding image recognition and existing information. Neural Networks began to gain attention in the field of computer vision in 2012 when Alex Krizhevsky used them to win the ImageNet competition (annual Olympics on image classification) that year (Figure 1), recorded impressive statistics by successfully reducing the misclassification rate from 26% down to 15% [34].

Before understanding Convolutional Neural Networks, it’s good to discuss their predecessors, namely Artificial Neural Networks (ANNs) [35]. The basic structure of a neural network can be shown in Figure 2.

In the picture above, there are three layers of Feedforward Neural Networks (FNN), consisting of an Input layer, which is usually in the form of a multidimensional vector that is distributed to the hidden Layer [36]. Then, the hidden Layer will decide from the previous Layer and consider how the stochastic changes in itself harm or improve the final result, here, the learning process occurs. Several hidden layers stacked on each other are called Deep Learning processes [37].

Convolutional Neural Networks have similarities with the traditional ANN method, where there are neurons that will perform self-optimization through the learning process. The most striking difference between CNNs and ANNs is that CNNs are mainly used in the field of pattern recognition on an image [38], [39].

1) Convolutional Layer

Convolutional Layer plays a major role in running CNN[9]. The input layer provides the image to be classified and the
output is a prediction class label, which is calculated using the extracted features of the image [40]. Before proceeding, it is necessary to know the comparison of humans and computers in viewing an image.

In Figure 3, suppose there is an image of the number 8; the image on the far left is what humans see, while the image on the far right contains the values for each pixel because the image is grayscale, so a number unit can represent it. On the far right is how the computer sees figure 8 earlier.

The parameters used in the convolutional Layer are kernels or, commonly called filters [41]. These kernels are usually small matrices and can be self-determined. When the input data enters the Convolutional Layer, it combines each filter across the spatial dimensions of the input to produce an activation output [42].

In Figure 4, it has been determined that the filter is a 3x3 matrix. Therefore, in the first 3x3 block, the input vector is taken (shown in process 1) and then calculated with the filter. The result of the calculation will be placed in the middle according to the position of the input vector that is being calculated. When finished, the process will shift one block to the right until it is finally finished in the lower right corner, this process is called Convolution Operation [43]. The output aij in the next Layer for the position (i,j) [44], is calculated after applying the convolution operation using the formula given as follows:

$$ a_{ij} = \sigma ((W * X)_{ij} + b) $$

Where X is the input given to the Layer, W is the filter that shifts over the input, b is the bias, * represents the convolution operation, and is the non-linearity present in the network [45].

2) Pool Layer

Pooling Layer aims to reduce or shrink the dimensional representation gradually from the output generated by the Convolutional Layer to reduce the number of parameters and the complexity of the model computation process [46], [46]. CNN generally uses a 2x2 dimensional filter to perform pooling, which will select along the spatial dimensions of the input [47]. The pooling process can be seen in Figure 5.

There are several methods of pooling, including average pooling and max-pooling. In the example above, max-pooling has been carried out by determining the largest value for each pooling process carried out. Pooling will generate a new vector output [48].

3) Fully Connected Layer

The output of the Convolution Layer and Pooling layer is entered into the fully connected Layer, and the dot product of the weight vector and the input vector is calculated to get the final output [49]. Fully Connected Layer will generate a score for each class which will be used for classification[9].

4) Activation Function

Activation Function is a normalization function which aims to keep the vector values from being overloaded [50]. The trick is to replace all negative values with zero values, the ReLU function can be formulated as follows:

$$ f(x) = \begin{cases} x, & x \geq 0 \\ 0, & x < 0 \end{cases} $$

Rectified Linear Units (ReLUs) is one of the computational units that can perform these calculations. ReLU works by selecting block-by-block from the output matrix shown in Figure 6.

C. Face Shape Classification

Classification of face shape is a rather complicated problem because everyone has their perspective in assessing which face shape a person has. Therefore, this study will quote from previous research on the grouping of face shapes. After conducting various studies, human faces can be categorized into six groups: round, oval, oblong, square, heart, and diamond [51].

D. InceptionV3

InceptionV3 is one of the pre-trained models in TensorFlow [26]. This is the advanced version of computer vision after Inception-v1, Inception-v2 in 2015. The model on InceptionV3 is trained using ImageNet datasets and contains information that can identify 1000 classes on ImageNet, the error (Figure 7).
E. Canny Edge Detector

Canny Edge Detector is an edge detection method that uses a multi-stage algorithm to detect various edges in an image. This algorithm was developed by John F. Canny in 1986. The method in Canny Edge Detector is as follows [52]:

- **Smoothing:** Blurring an image using a Gaussian filter to remove Noise.
- **Finding Gradients:** Edges should be marked where the gradient of the image has a large magnitude.
- **Non-maximum suppression:** Only local maximum values should be marked as edges.
- **Double Thresholding:** Potential edges are determined by thresholding.

- **Edge Detection:** The final edge is determined by pressing all unconnected edges to a definite (strong) edge.

This research has three main stages, namely Image Preprocessing, training section, and testing section. A more complete explanation can be seen in Figure 8.

The research started from collecting facial datasets through search engines such as Google images, Yandex images, and Bing images. The dataset obtained is 747 images and has been grouped into five different face categories: oval, round, square, heart, and oblong. After that, the Image Preprocessing stage is carried out, where labels are added to the dataset based on the five previously mentioned categories, then change the dataset from RGB format to Grayscale to apply Canny Edge Detection.

Furthermore, at the InceptionV3 Training stage, namely by retraining the last layers or layers in InceptionV3 using the transfer learning method utilizing the existing InceptionV3 model. A new model will be produced from the transfer learning process, namely a model of five predetermined face shapes. The classification results will be displayed using the plotlib feature of Python.
III. RESULTS AND DISCUSSION

A. Image Pre Processing

This stage begins with collecting facial datasets by using the search engines Google images, Yandex images, and Bing images to search for photos based on the classification of face shapes. In addition, the researcher also uses several datasets used by previous researchers and categorizes them into five face-shape classifications (Figure 9) [53].

Before using the dataset as training and testing material, the first process is to do pre-processing, which aims to reduce unnecessary image features, such as dresses, hair, backgrounds, etc. Also, change the image format to Canny Edge. Figure 10 is a cropping process done manually because some of the auto-cropping features provided by Python cannot maintain some important features of the image.

After that, the image format is changed from RGB to Grayscale (Figure 11).

The next process is to convert the input image into an edge type using a canny edge detector. The process that occurs when the canny edge detector feature is applied is as follows[14]:

- Reduce Noise by applying Gaussian blur.
- Applying Gradient calculation to detect edges of 4 types, namely horizontal, vertical, and two diagonals.
- Perform Non-maximum suppression to thin the edges of the previous process by selecting the pixel with the highest value in the side direction.
- Applying a double threshold (threshold) to select strong, weak, and irrelevant pixels.

• Change the weak pixel edge to be strong based on the neighbor pixel by applying a lower threshold of 0.1 and an upper threshold of 0.3.

The above process can be seen in Figure 12.

B. Training Section

The data training process uses the transfer learning method from the InceptionV3 model that Google Net provided. TensorFlow has provided the script on its GitHub page to make it easier for researchers to retrain the last Layer. The training carried out by researchers uses the following conditions:

- Training Steps: 6000
- Learning Rate: 0.02
- Training Batch Size: 100
- Testing Percentage: 10
- Validation Percentage: 10
- Eval Step Interval: 10

When the training process is complete, it will output retrained_graph.pb, retrained_labels.txt, and bottleneck files. Retrained graph.pb is a new model in which they can classify five classes of face shapes. The file will later be used for data testing. Meanwhile, the bottleneck file contains important information from each photo that has been trained.

C. Testing Section

The data testing process uses the same dataset as the dataset used for the training process. The output of this testing process is the percentage of classification accuracy in the five classes of face shapes provided. The training process logs are stored in the /tmp/retrain_logs folder, which contains information about the training process that has been carried out. By using the Tensorboard, researchers can get information such as pictures Figure 13.
From the graph above, it can be concluded that in the 5999th steps (out of a total of 6000), InceptionV3 can achieve an accuracy rate of 0.9300 or 93% with a record length of the training process which is 13 minutes 8 seconds.

In addition, the value of cross-entropy loss during training is also obtained, which is 0.4573. The lower the cross-entropy value, the better the algorithm and dataset will be. Tests are carried out using the same dataset when conducting training in order to facilitate research. InceptionV3’s accuracy percentage can be seen in Table I.

<table>
<thead>
<tr>
<th>Class Prediction by InceptionV3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td></td>
</tr>
<tr>
<td>Original Class</td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td></td>
</tr>
<tr>
<td>Oval</td>
<td></td>
</tr>
<tr>
<td>Round</td>
<td></td>
</tr>
<tr>
<td>Square</td>
<td></td>
</tr>
<tr>
<td>Prediction True</td>
<td></td>
</tr>
<tr>
<td>Amount of data</td>
<td></td>
</tr>
<tr>
<td>Percentage</td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>130 5 5 9 1 130 150 86.667%</td>
</tr>
<tr>
<td>Oblong</td>
<td>0 146 0 2 1 146 149 97.985%</td>
</tr>
<tr>
<td>Oval</td>
<td>2 6 137 3 1 137 149 91.946%</td>
</tr>
<tr>
<td>Round</td>
<td>1 1 0 147 0 147 149 98.657%</td>
</tr>
<tr>
<td>Square</td>
<td>2 7 2 7 132 132 150 88%</td>
</tr>
<tr>
<td>Total</td>
<td>692 747 92.651%</td>
</tr>
</tbody>
</table>

InceptionV3 in Table I can obtain very high accuracy values in the classification of face shapes with values between 86% - 98%. The processing time required for InceptionV3 has also been presented in Figure 15.

From Table I, it can also be concluded that the shape of the face of the heart gets the lowest level of accuracy, which is 86.667%. Figure 16 is an example of heart-shaped data that is not grouped properly.

This study uses Canny Edge Detection as a pre-processing method to eliminate image disturbances such as clothing and skin color. However, it turns out that some low-resolution images result in Canny Edge not being perfect in its feature extraction. In the picture above, some photos cannot be detected properly on the face, resulting in missing features.

Another annoyance that may result in misclassification is that several datasets with different classes have the same hairstyle, where the hair, when applied to Canny Edge, will produce the same features. This causes the emergence of new noise in the data used.

In Table I, it can be concluded that the shape of the heart face is most misclassified into a round face shape with nine error data written (Figure 17) are some data on the shape of a heart that is detected as a round face as well as a sample dataset of the round face itself.

Based on the eight data examples, all data have a Double Chin element in the form of two parallel lines located on the chin. This condition causes the four heart face shape data to be classified as round faces.

**IV. Conclusion**

In the classification of face shapes, InceptionV3 can get a high accuracy value, which is between 86% - 98% in each class. Image quality and clarity greatly affect InceptionV3’s level of accuracy in classifying. Some of the datasets used in this study have a small resolution, which makes it difficult for Canny Edge to detect the sides of the face. Hair is a noise factor in detecting the side of the face because it does not matter what the hairstyle is. What matters is the side of the face. If oblong class and heart class datasets have similar hairstyles, InceptionV3 will detect these features and assume that both data come from the same class. The Canny Edge
Detection method was applied in the image pre-processing process, which still produces some noise on certain data. Therefore, it is recommended to use Facial Landmarks, which use key features on a face that are anatomically and geometrically significant, such as the corners of the eyes, the tip of the nose, the corners of the mouth, and so on, to represent a face's shape and position accurately. Then, using plot features in Python, particularly libraries like Matplotlib, can be a valuable aid in image pre-processing tasks like Image Visualization, Image Cropping and Region of Interest (ROI) Selection, Color Space Conversion, and so on.
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