Face Recognition Using Convolution Neural Network Method with Discrete Cosine Transform Image for Login System
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Abstract— These days, the application of image processing in computer vision is becoming more crucial. Some situations necessitate a solution based on computer vision and growing deep learning. One method continuously developed in deep learning is the Convolutional Neural Network, with MobileNet, EfficientNet, VGG16, and others being widely used architectures. Using the CNN architecture, the dataset consists primarily of images; the more datasets there are, the more image storage space will be required. Compression via the discrete cosine transform technique is a method to address this issue. We implement the DCT compression method in the present research to get around the system's limited storage space. Using DCT, we also compare compressed and uncompressed images. All users who had been trained with each test 5 times for a total of 150 tests were given the test. Based on testing findings, the size reduction rate for compressed and uncompressed images is measured at 25%. The case study presented is face recognition, and the training results indicate that the accuracy of compressed images using the DCT approach ranges from 91.33% to 100%. Still, the accuracy of uncompressed facial images ranges from 98.17% to 100%. In addition, the accuracy of the proposed CNN architecture has increased to 87.43%, while the accuracy of MobileNet has increased by 16.75%. The accuracy of EfficientNetB1 with noisy-student weights is measured at 74.91%, and the accuracy of EfficientNetB1 with imageNet weights can reach 100%. Facial biometric authentication using a deep learning algorithm and DCT-compressed images was successfully accomplished with an accuracy value of 95.33% and an error value of 4.67%.
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I. INTRODUCTION

A system's authentication process can be carried out in several ways, ranging from using passwords, RFID [1] to biometrics [2], [3]. RFID is a system capable of automatically transmitting identification (ID) utilizing radio waves [4]. Classify the applications of RFID into the following categories: RFID-based smart fitting room [5], public transit, access control, animal identification, container identification, athletic events, industrial automation, and medicinal uses [6]. Biometrics is the identification of an individual based on their bodily traits. This identifying procedure can utilize fingerprints, faces, iris, and arm veins [3], [7]. The financial sector was a pioneer in developing and implementing biometrics at the outset of its emergence. With the advancement of technology, biometrics have permeated the commercial, educational, and healthcare sectors.

Passwords have the problem of being forgotten, whereas RFID has the disadvantage of not being carried over or losing the card. Although each method has its benefits and drawbacks, the biometric method is a particularly special technique. Biometrics are regarded as unique since they are the natural characteristics of humans. In other words, biometry can solve system authentication issues caused by passwords and RFID cards. Biometric research has focused on the iris, palm veins, fingerprints, human face identification, and facial emotion [8]. Several researchers have discovered human face recognition in their efforts to find human faces. Today, the technology and the use cases for face recognition are expanding dramatically. It is employed, among other things, to classify gender or authenticate systems. In a study by Lin and Xie [9], they experimented with gender classification of facial recognition, and the results in the Asian celebrity face dataset reached 97.4%.

In addition, facial recognition is utilized to protect the system's or device's stored data or assets. Its uses and
applications are vast, spanning from banking and payment to health and staff attendance. Continued research into the necessity and advancement of face-related biometric technologies is intriguing. A technique has been developed to recognize faces using the Haar cascade method to detect faces [10].

As face detection technology advances, scientists are also developing facial recognition. This face recognition procedure is an example of classifiable image processing. The method that is currently known and being developed is deep learning. In discriminatory tasks, Deep Learning has made progress. This is enabled by advancements in Deep Learning architecture, powerful computation, access to vast amounts of data, as well as an ever-changing reset. Deep Learning Networks have been applied successfully to Computer Vision tasks for image classification, object detection, and image segmentation. Convolutional Neural Network (CNN), a deep learning algorithm that may be applied to computer vision problems, is currently the most prevalent technique.

Many CNN architectures exist and are developing. This study will use transfer learning to retrain the MobilNet, VGG16, and EfficientNetB1 architectural models. The quantity, image aspect ratio, and image size of the datasets are issues that arise while employing CNN. Due to these issues, using CNN for face recognition requires a large number of datasets, resulting in a huge file size for the dataset as a whole. Using CNN for image classification will necessitate a colossal picture storage capacity, which becomes problematic for storing facial images for face recognition. A method is required to compress the picture dataset since the image size can be lowered while maintaining the image's characteristics. Discrete Cosine Transform (DCT) is one of the many ways to minimize image size.

II. MATERIALS AND METHOD

Currently, digital picture processing is required. Nonetheless, inadequate memory for data processing is one of the challenges faced. A method for compressing images is fundamental. Image compression is required to ensure that images transported or processed do not consume too much memory or hard drive space. The compression method is anticipated to lower the file size without altering the image's characteristics. Discrete Cosine Transform (DCT) offers a solution to such a problem, and DCT technique converts the spatial domain to the frequency domain.

For storage efficiency, a picture compression method is required to minimize the image's size. Xiao et al. [11] research apply the Discrete Cosine Transform (DCT) compression algorithm to video. Such a method was applied to underwater picture compression, employing the DCT method to reduce image size while maintaining accuracy. This occurs because the DCT method compresses photos by reducing the number of bits but does not compromise image features. According to research by Setiawan, Sigit and Rokhana [12], the DCT compression approach, in addition to lowering the image's file size, can also accelerate the learning process with a performance value of more than 90%.

In the present study, the case to be raised is the effect on the accuracy value of compressed datasets with uncompressed datasets. Based on existing research, implementing DCT in deep convoluted neural networks can increase the classification level to 10% [13]. Despite using compression, the condition of the features of the image does not change. We compared a dataset of compressed images using the DCT method with images that were not compressed. The dataset collection in this experiment was obtained by taking pictures directly using a webcam and from the author's image gallery. We collect the dataset using the Haar cascade algorithm to perform face detection. The method of collecting images is in accordance with the block diagram in Fig. 2, with a total of 1.500 photos separated into 30 classes collected for this research. The dataset consists of 50 face images for each class.

When capturing images using a webcam, the device utilizes an external webcam with the specs stated in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Logitech C270</td>
</tr>
<tr>
<td>Resolution</td>
<td>720p/30fps</td>
</tr>
<tr>
<td>Focus</td>
<td>Fix focus</td>
</tr>
<tr>
<td>Camera</td>
<td>0.9 Megapixel</td>
</tr>
</tbody>
</table>

The hardware in this study uses an AMD Ryzen 5 4500G with 32 GB RAM Display NVIDIA GeForce GTX 1650. The system diagram used is shown in Fig. 1.

![Fig. 1 System diagram](image)

A. Preprocessing

Modifying the resulting model to execute face recognition with optimal accuracy is crucial. In order to prepare the dataset, it is of paramount importance to perform image preprocessing. In this work, face-area cropping and resizing were performed as preprocessing. Face detection can be used to locate and index images and videos with background, size, and position. There are several face detection technologies [10], including Haar cascade.

The Haar cascade method was utilized in this preprocessing step to determine the facial region. A previous study presented an efficient object recognition method based on Haar feature-based cascade classification [14]. The
method is based on research demonstrating that the cascade function greatly boosts the detector’s speed by concentrating on the most promising areas of an image.

The face is specified in order toward to webcam throughout data collection. The image preparation procedure uses the system diagram shown in Fig. 2.

This method was applied to datasets obtained through image galleries or by direct webcam retrieval. Following face detection, the image was cropped using Region Of Interest (ROI) and resized to 300x300 pixels. Fig 3 illustrates an example of a face crop.

Compression with the DCT method can be used to perform bit reduction that is not detrimental to the details or features of the image. Mukti [16] compared the compression of jpg and png images on underwater images, with compression results reaching 96%. In the case of an image, the image will be separated by certain blocks so that the block will depend on making a 2D-DCT transformation [17].

One-dimensional DCT equation from real numbers with the following formula [18], [19], [20]:

\[ C(u) = \frac{1}{\sqrt{n}} \sum_{x=0}^{n-1} f(x) \cos \left( \frac{\pi(2x+1)u}{2n} \right) \]

where \( C(u) \) = \begin{cases} 
1, & u = 0 \\
\frac{1}{\sqrt{n}}, & otherwise
\end{cases} 

The values of these blocks can be represented in the function \( f(x, y) \) and the function \( F(u, v) \), then [21], [22]:

\[ F(u) = C(u) \sum_{x=0}^{n-1} f(x) \cos \left( \frac{\pi(2x+1)u}{2n} \right) \]

\[ F(v) = C(v) \sum_{y=0}^{n-1} f(y) \cos \left( \frac{\pi(2y+1)v}{2n} \right) \]

\[ f(x) = \sum_{u=0}^{n-1} F(u) C(u) \cos \left( \frac{\pi(2x+1)u}{2n} \right) \]

\[ f(y) = \sum_{v=0}^{n-1} F(v) C(v) \cos \left( \frac{\pi(2y+1)v}{2n} \right) \]

where \( C(u, v) = \begin{cases} 
1, & u, v = 0 \\
\frac{1}{\sqrt{n}}, & otherwise
\end{cases} 

C. Augmentation

In performing image classification, especially in deep learning, they often experience the problem of too few datasets [23]. When the training data set is unbalanced (the amount of available data is not the same between different categories), image classification accuracy often decreases significantly [24]. For this reason, data augmentation techniques are usually used to expand the dataset for better training performance [25]. The augmentation process modifies the dataset to have more variations [26]. Some commonly used augmentations are rotation, flipping, zooming, and contrast transformation [27]. Rotation augmentation was performed by rotating the image clockwise or counterclockwise between 1 and 359. Rotational augmentation is primarily determined by the degree of rotation parameter. The rotation carried out in this experiment is 400.

B. Discrete Cosine Transform (DCT)

Discrete cosine transformation (DCT) separates an image into spectral parts or sub bands for different functions related to the image’s visual quality. DCT converts the signal or image from the spatial domain to the frequency domain, where this method is one of the techniques in image compression. DCT has different types, and all DCTs have excellent energy compaction properties [15].
Augmentation flipping was performed by horizontally flipping the image, as horizontal flipping is more prevalent than vertical flipping. This is one of the simplest augmentations to apply, and it has shown to be useful in datasets, e.g., CIFAR-10 and ImageNet [27]. Pictured below is an example of the augmentation we performed.

**D. Convolutional Neural Network**

CNN is a feed-forward artificial neural network because it extracts spatial data from images and is highly effective for image classification issues. In 1998, researchers Yann LeCun, Leon Bottou, Joshua Bengio, and Patrick Haffner utilized Deep Convolutional Neural Networks for number recognition following the creation of neural networks in 1943 by Warren S. McCulloch and Walter Pitts and the advancement of technology. Researchers continue to enhance the accuracy and performance of each design. Current CNN architecture includes various modifications, such as MobilNet, LeNet-5, AlexNet, ZFNet, GoogLeNet VGGNet, etc. The primary architecture components based on the existing model are the convolution layer, pooling layer, fully connected layer, and dropout. The convolutional layer is a collection of neurons that form a filter with dimensions of length and height (pixels).

The placement of the pooling layer in the CNN architecture occurs after the convolutional layer. Pooling later consists of a filter with a particular size and stride that shifts throughout the activation map. This layer reduces the number of parameters that can be trained to prevent overfitting; thus, it is critical to implement correct pooling methods so that the reduced feature map keeps all the important features [28].

In the application, either maximum or average pooling may be used. The pooling layer accelerates computation because fewer parameters must be updated and overfitted.

The activation map produced by the feature extraction layer is still in the form of a multidimensional array; therefore, it must be reshaped into a vector before it can be used as input by the fully linked layer. This layer comprises a hidden layer, an activation function, an output layer, and a loss function. It is typically employed in applying multilayer perceptron’s to alter the data dimensions. Before each neuron in the convolution layer can be entered into a fully linked layer, it must be turned into one-dimensional data because it causes the data to lose spatial information and is irreversible. In contrast, the fully linked layer can only be deployed on the networks.

The first thing to consider is how to reduce overfitting because we only expect a small amount of data to be collected in the scenario we are considering. The most common method for lowering overfitting in the learning process is to increase dropout rates. By randomly dropping features from feature maps, many cutting-edge Deep Neural Networks (DNNs) use dropout to alleviate the overfitting problem [29].

Dropout is a regularization technique for neural networks that prevent the usage of randomly selected neurons during training. The neurons are randomly removed. The introduction of dropout can speed up learning in addition to reducing overfitting. Dropouts are typically used in completely connected layers, where most parameters are located. We specifically set the dropout rate at 0.2.

CNN uses multiple configurations of multilayer perceptrons to reduce the amount of preprocessing required by the learning algorithm [30]. In recent years, many classifiers based on CNN networks have been proposed, such as VGG16 [31], EfficientNet [32], and MobileNet [33]. The CNN model has an exceptionally high level of detection accuracy for classification performance. The CNN architecture we used is MobileNet, EfficientNetB1, and VGG16, according to this study. This study utilized EfficientNetB1 pre-training on noisy students and EfficientNetB1 and MobileNet models pre-training on ImageNet. Fig. 8 shows the proposed CNN architecture, with the parameters presented in Table 2.

### TABLE II

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv Layer</td>
<td>Kernel 3x3</td>
</tr>
<tr>
<td></td>
<td>Strides 2</td>
</tr>
<tr>
<td></td>
<td>Activation Function relu</td>
</tr>
<tr>
<td></td>
<td>Input shape 150x150x3</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>-</td>
</tr>
<tr>
<td>Conv Layer</td>
<td>Activation Function relu</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>-</td>
</tr>
<tr>
<td>Conv Layer</td>
<td>Activation Function relu</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>-</td>
</tr>
<tr>
<td>Conv Layer</td>
<td>Activation Function relu</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>-</td>
</tr>
<tr>
<td>Drop Out</td>
<td>Dropout 0.5</td>
</tr>
<tr>
<td>Flatten</td>
<td>-</td>
</tr>
<tr>
<td>SoftMax</td>
<td>Activation Function Softmax</td>
</tr>
</tbody>
</table>
E. Testing Authentication System

The following Fig. 9 shows the concept design of the system authentication program's flowchart.

![Flowchart authentication system](image)

For evaluating the performance of the model, the confusion matrix is utilized. The formula for determining accuracy is as follows [34]:

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}
\]  

(8)

Where TP is true positive, TN is true negative, FP is false negative, and FN is false negative.

III. RESULTS AND DISCUSSION

A. Preprocessing dataset retrieval and collection.

The collection of datasets was performed according to block figure 4, with a total of 1,500 photos separated into 30 classes collected for this research. The dataset consists of 50 face images for each class.

When capturing images using a webcam, the device utilizes an external webcam with the specs stated in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Logitech C270</td>
</tr>
<tr>
<td>Resolution</td>
<td>720p/30fps</td>
</tr>
<tr>
<td>Focus</td>
<td>Fix focus</td>
</tr>
<tr>
<td>Camera</td>
<td>0.9 Mega pixel</td>
</tr>
</tbody>
</table>

![TABLE III](image)

Figure 10 shows the results of the data collection method.

![Sample image faces](image)

B. Image compression.

Before proceeding with the learning process, we compress the dataset that has been collected so that we get two groups of datasets, namely datasets with compression and datasets without compression with DCT. Fig. 12 illustrates an example of a comparison between compressed and uncompressed images. Meanwhile, Fig. 13 shows the file size before and after compression, and it can be seen that there is a decrease in the image size, which will undoubtedly save storage space.

From Fig. 12 and Fig. 13, the DCT compression method that we employed is not only able to reduce the image file size by 25%, but this method also does not damage the features of the original image. After collecting two groups of datasets, we conducted experiments by proposing CNN architecture and conducting transfer learning for the CNN MobilNet, VGG16, and EfficientNetB1 architectures.

![Compressed image comparison](image)

![File size before and after compression DCT](image)
C. CNN's Training Process

The overall dataset used is 1,500 face images, with 80% as training, 10% as validation, and 10% as testing data. As a result, the composition of the dataset as training is 1,200 images, 150 images as validation, and 150 images as testing. Our learning process is carried out on datasets with two groups, the first is datasets without compression using DCT, and the second is compression using the DCT method. The results of the training are provided in Tables 4 and 5.

### TABLE IV

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Proposed CNN</th>
<th>Mobile NetV2</th>
<th>Efficient NetB1 ImageNet</th>
<th>EfficientNetB1 Noisy-Student</th>
<th>VGG16</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>91.08</td>
<td>5.58</td>
<td>99.75</td>
<td>97.17</td>
<td>75.17</td>
</tr>
<tr>
<td>20</td>
<td>97.00</td>
<td>14.75</td>
<td>98.67</td>
<td>98.5</td>
<td>90.58</td>
</tr>
<tr>
<td>50</td>
<td>99.08</td>
<td>33.08</td>
<td>99.5</td>
<td>99.92</td>
<td>96.33</td>
</tr>
<tr>
<td>100</td>
<td>99.42</td>
<td>82.75</td>
<td>99.75</td>
<td>99.5</td>
<td>97.17</td>
</tr>
<tr>
<td>200</td>
<td>99.92</td>
<td>71.25</td>
<td>99.33</td>
<td>99.92</td>
<td>97.58</td>
</tr>
<tr>
<td>300</td>
<td>99.58</td>
<td>98.75</td>
<td>99.83</td>
<td>99.83</td>
<td>98.17</td>
</tr>
<tr>
<td>400</td>
<td>99.92</td>
<td>99.42</td>
<td>99.42</td>
<td>100</td>
<td>96.08</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>97.17</td>
<td>96.83</td>
<td>99.92</td>
<td>99.33</td>
</tr>
</tbody>
</table>

Based on the table above, the accuracy of each architecture will continue to increase as the number of epochs increases. In the MobilNet and EfficientNetB1 ImageNet architectures, there is a similarity in the accuracy values at the 400th epoch, with an accuracy value of 99.42%. For the proposedCNN architecture on the 200th and 400th epochs with an accuracy value of 99.92%. The VGG16 architecture in the 400th epoch experienced a decrease in performance from the previous epoch with a decrease in accuracy from the previous reaching 2.09 points with a percentage decrease of 2.13%. The EfficientNetB1 architecture with the noisy weight student is the architecture with the best performance value with an accuracy value of 100% in the 400th epoch.

Figs 14, 15, and 16 depict graphs showing accuracy and loss of training results using uncompressed datasets.

![Fig. 14 Accuracy and loss proposed CNN](image1.png)

![Fig. 15 Accuracy and loss VGG16](image2.png)

![Fig. 16 Accuracy and loss Efficient net noisy-student](image3.png)

Fig. 17, 18, and 19 represent the accuracy and loss training graphs for a DCT-compressed dataset.

![Fig. 17 Accuracy and loss proposed CNN](image4.png)

![Fig. 18 Accuracy and loss Efficient net noisy student](image5.png)

![Fig. 19 Accuracy and loss VGG16](image6.png)

The best results are obtained at epochs between 300 and 400, as shown in Table 3, with accuracy values ranging from 98.17% to 100%. The best accuracy value is provided by the EfficiencyNetB1 architecture, which has an accuracy value of up to 100%. A comparison graph of accuracy values during training is shown in Fig 20.

![Fig. 20 Training accuracy without DCT](image7.png)
Table 4 provides the result of experiments conducted on datasets compressed using the DCT method, with the result that at epochs between 300 to 500, all architectures reach optimal levels. Based on these results, it can be seen that EfficientNetB1 is the best architecture in the case we raised, with the accuracy value of the training results reaching 100%. Fig. 21 is a graph representing the outcomes of comparing the training process using a compression dataset.

![Fig. 21 Training accuracy with DCT image.](image)

The graph in Fig. 21 shows that, on average, for each architecture used in training, the accuracy value will frequently increase with an increase in the number of epochs used. We tested the model on the 300th and 400th epoch using a testing dataset of 150 images, and the findings are as follows:

Table 6 provides the testing result of different CNN structures with and without compression using the DCT method.

![Fig. 22 Error comparison dataset](image)

From the test results, the structure of CNN EfficientNetB1 using Noisy-Student weights with image compression using the DCT method can reduce the error value during testing. The accuracy of the proposed architecture increased, reaching 87.43% for the mobile net, 16.75% for efficientnetb1, 74.91% for efficientnetb1 with noisy-student weights, and 100% for efficientnetb1 with weights for imagenet accuracy. The 300th epoch was when this occurred. The error comparison graph when testing for some of the architectures is shown in the following Fig. 22.

![Fig. 23 Confusion matrix EfficientNet B1 (Noisy-Student) with the original image](image)

The confusion matrix is utilized to determine the number of prediction errors during testing. The graphic below presents the EfficientNet B1 (Noisy-Student) architecture's confusion matrix. Figure 23 shows architecture EfficientNet B1 (Noisy-Student) with the original image, whereas Figure 24 shows architecture EfficientNet B1 (Noisy-Student) with a DCT image.

![Fig. 24 Confusion matrix EfficientNet B1 (Noisy-Student) with a DCT image.](image)
The use of CNN in the EfficientNetB1 architecture with the DCT image compression method on the dataset can be used as an alternative to increasing the accuracy of testing in the case of face recognition.

D. Testing authentication on the system.

The test scenario consists of capturing the subject’s face from 30 cm, 50 cm, 70 cm, 90 cm, and 110 cm away from the webcam. The test data findings are shown in the following table.

<table>
<thead>
<tr>
<th>No</th>
<th>Distance (cm)</th>
<th>Capture</th>
<th>User ID</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td><img src="image1.png" alt="Image" /></td>
<td>8</td>
<td>Success</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td><img src="image2.png" alt="Image" /></td>
<td>8</td>
<td>Success</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td><img src="image3.png" alt="Image" /></td>
<td>8</td>
<td>Success</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td><img src="image4.png" alt="Image" /></td>
<td>8</td>
<td>Success</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td><img src="image5.png" alt="Image" /></td>
<td>8</td>
<td>Success</td>
</tr>
</tbody>
</table>

Following that, we tested all of the trained users 5 times, for a total of 150 tests. The test results are shown in the following Fig. below:

As shown in fig.25 above, the results of the login authentication test into the system were performed on registered users with 5 tests. The accuracy was 95.33%, with 143 successes and 7 errors, and the error was 4.67%.

IV. CONCLUSION

Accuracy can be improved through testing utilizing compressed datasets and the DCT approach shown in Table 7. The accuracy of the proposed architecture increased, reaching 87.43% for MobileNet, 16.75% for EfficientNetB1, 74.91% for EfficientNetB1 with noisy-student weights, and 100% for EfficientNetB1 with weights for imagenet accuracy. The 300th epoch was when this occurred. When using images compressed with the DCT method, accuracy is increased in the 400th epoch compared to images that are not compressed. The accuracy value reaches 100% when using the noisy-student weights in the EfficientNetB1 architecture.

In this study, facial biometric authentication using the Convolutional Neural Network deep learning algorithm and DCT-compressed images can be successfully accomplished up to 143 times and erroneously up to 7 times, with an accuracy value of 95.33% and an error value of 4.67%. In order to develop improvements and conduct future research, it is necessary to use the invariant illumination method in order to eliminate errors caused by lighting that were discovered during testing.
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