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Abstract— Forest fires frequently happen worldwide, especially in the dry season. A forest fire early warning system (EWS) is needed 

to prevent this disaster. The main part of EWS is the hotspot detection system. On the other side, Unmanned Aerial Vehicle (UAV) 

technology offers an alternative solution to detect the hotspot for poor satellite image processing accuracy. Remote sensing techniques 

with UAV working drones are progressively challenging. Drones can provide results in 2D and 3D images with high resolution and real-

time. Therefore, in this research, we have used a photogrammetry application from the number of images collected by a UAV with an 

optimum flight plan for the mission to determine the location of the forest fire. This paper describes remote sensing experiments using 

drones to detect land fires. The experiment was carried out using a quadcopter drone of the DJI Phantom 4 Pro. The photos are 

processed using Agisoft Metashape Professional image processing software and become a 2D image. These images captured a fire 

simulation in a known location. After a high resolution (GSD – Ground Sampling Distance – 0.87cm/px) orthophoto had been generated, 

a color filtration algorithm detected a hotspot to detect a fire at the exact location. The results are almost zero deviation of longitude 

and latitude from the real location with 1.44 m2 and 1.06 m2 fire area from 2 experiments. This algorithm program has TPR and FPR 

are 0,78 and 0, respectively. Further research can develop an EWS with a combination of UAV and Wireless Sensor Networks. 
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I. INTRODUCTION 

Throughout history, UAVs (Unmanned Aerial Vehicles) 

have undergone some evolution, contributing to their broad 

classification range. Recoverable UAVs for remote and 

automatic control types have gradually become more 

efficient, higher-performance products and are widely used 

by different users [1]–[3]. Nowadays, the rapid need for aerial 

photos acquisition for some applications has changed the 
direction of UAVs technology growth [4], [5]. These 

applications are divided into some categories: agriculture 

(such as analysis of field soil [6], health assessment of crops 

[7], monitoring crops and irrigation system monitoring [8]), 

military (such as bomb recognition and military surveillance) 

[9], architecture-engineering- and construction (AEC) (such 

as structural and infrastructure inspections [10], 

transportation [11], cultural heritage conservation, city and 

urban planning [12]) and civilian (such as photography [13], 

[14], disaster management [15], [16], archeological survey 

[17], livestock surveillance [18], safety inspection [19], life 

observance [20], weather forecasting [21] and geographic 
mapping [22]). 

As one of the categories, photogrammetry has great 

potential to be applied for some applications, such as forest 

fire detection [23], [24]. UAVs can be used to measure the 

canopy of a forest [25]. UAVs can be used to capture field and 

building mapping instead of satellite imagery [26]. UAVs can 

fly higher and rapidly survey large areas, and propeller-type 

UAVs fly at low altitudes to collect high-resolution data for 

early warning systems [27]. Forest detection analysis has been 

carried out by Sopholwit Khamphilung from satellite imagery 

using the CART algorithm [28]. 
There are two types of drones based on shape, Fixed Wing 

and Rotary Wings. Rotary Wing is adjusted according to the 

number of motors or propellers [29]. The helicopter model a 

copter that only has 1 propeller. Double copter has 2 

propellers, usually, the propellers are mounted on both sides 

of the plane. Tri copter, with 3 propellers and type 4 propellers 

(quad copter), this type of drone is most widely used today. 

UAV can be controlled with remote controllers, which are 

generally equipped with GPS to help the UAV determine its 
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flying position, such as smartphones [30]. UAV is an 

integrated technology between the use of robot control 

technology and communication technology. UAV can 

transmit data from various sensors in remote areas (unreached 

areas) and are equipped with high-resolution cameras that 

allow users to monitor a certain location from a height in real-

time.  

Early detection and monitoring system of forest fires 

becomes ever more vital as forest fires' incidence increases 

which is the event in the last decade. Since the early 2000s, 

an estimated 50,000 fires have occurred yearly in the 
Mediterranean basin. According to the Mediterranean 

Forestry Action Program, in 2017, forest fires burned 442,400 

hectares of rural and urban areas in Portugal [31]. In Australia, 

nearly 19 million hectares of forest were burned, more than 

3,000 homes were destroyed, and 33 people were killed in the 

15,344 bushfires that occurred in 2019 – 2020 [32].  

In Indonesia, forest fire frequently happens, especially in 

August – October [33]. Several studies to predict forest fires 

have been conducted with many strategies, such as using 

sensors of temperature, humidity, rainfall [34], watchtowers, 

satellite, optical sensors, digital cameras [35], light, smoke 
[36], wind speed, and so on. In the last decade, wireless 

sensors network (WSN) has been introduced for forest fire 

prevention [37]. However, the availability of electrical energy 

is a problem in this regard, considering the forest area is far 

from an electrical source [38]. Smart systems are needed, such 

as data collection techniques that are under the conditions in 

the field. The UAV allows for the retrieval of data and 

information needed in the event of a forest fire. The UAV can 

carry various sensors and is equipped with a thermal camera 

and photo and video cameras [39]. That device can potentially 

be used to build an early detection system for forest fires [40]. 
A forest fire early warning system is needed to prevent this 

disaster, and the main part of this system is the fire detection 

system. Conversely, unmanned aerial vehicle (UAV) 

technology offers an alternative solution to detect forest fires 

for poor satellite image processing accuracy. Therefore, in 

this research, we have used a photogrammetry application 

from many images collected by a UAV with an optimum 

flight plan for forest fire detection analysis using a color filter 

algorithm. 

II. MATERIAL AND METHOD 

The experiment was conducted on land at Babakan Sari 2 

Street, Kiara Condong, Bandung, West Java. That area is 

ground; parks, agricultural land, and buildings at this location 

are close to the incinerator, so the potential for land fires to 

occur during the trash burning is rather high. This study used 

a quadcopter type of drone, DJI Phantom 4 Pro, with 

specifications in table I. Drones are used to map and monitor 

the area from the air. DJI Phantom 4 Pro, with a battery of 

5870 mAh and 12 MP camera, has software compatible with 
Android smartphones was controlling this Phantom 4 Pro 

with DJI GO software. After the image had been taken by the 

drone, which flew following the flight plan, they were 

imported to the software to build 2D model and an orthophoto 

for further analysis. The color filtration algorithm detected the 

orthophoto, which had been created in MATLAB to detect a 

hotspot. 

TABLE I  

SPECIFICATION OF UAV 

Aircraft 

Name Phantom 4 Pro/Pro+ 
Type  Quad copter 

Version  V2.0 
Weight (Battery & 
Propellers Include) 

1388 g 

Diagonal Size 
(Excluding Propellers) 

350 mm 

Max Speed 
45 mph (S-mode) 36mph (A-mode) 

31mph (P-mode) 

Max Tilt Angle 

42o (sport mode) 

35o (Attitude mode) 25o (GPS 
mode) 

Max Service Ceiling 
Above Sea Level 

19685 ft (6000m) 

Max Wind Speed 
Resistance 

10 m/s 

Max Flight Time Approx. 30 minutes 
Operating Temperature 

Range 
32° to 104° F (0° to 40° C) 

Gimbal 

Stabilization 3-axis 
Controllable Range Pitch: -90 o to +90o 
Max Controllable 
Angular Speed 

Pitch: 90o/s 

Intelligent Flight Battery 

Capacity 5870mAh 
Voltage 15.2 V 
Battery Type LiPo 4S 
Energy  89.2Wh 

Camera 

Sensor  1" CMOS; Effective pixels: 20M 

Lens 

FOV (Field of View) 84°, 8.8 mm 
(35 mm format equivalent: 24 

mm), f/2.8 - f/11, auto focus at 1 m -
∞ 

Max. Bitrate of Video 100 Mbps 
Photo JPEG, DNG (RAW) JEP+DNG 

 

Fig. 1 is the hotspot forest fire detection mechanism carried 

out in this research. A UAV collects images of a known 

location (-6.922889o latitude, 107.649062o longitude) fire in 

progress with an optimum flight plan. Fig. 2 is a flight plan 

installed on a smartphone to make UAV mission for about 3 

minutes 30 seconds of 30 m flight altitude in high-speed 

flight, 70o camera angle, and 90% image overlap. This 

mission was obtained in 2 successful experiments with a 17-

minute interval between the experiment.  

Data was imported to Pix4D mapper after geolocation data 
images, ground control points, and images were collected to 

get a digital model of the area. Each coordinate of the spots in 

the images was collected, saved, and compared for image 

compatibility. A model's orthophoto was generated after point 

cloud and mesh steps were analyzed for its application. After 

an orthophoto had been generated, a hotspot was detected by 

the color filtration algorithm. Fig. 3 is an analysis process to 

detect a fire and the area of this spot. 
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Fig. 1  Mechanism of forest fire detection 

 

 

Fig. 2  Flight plan made for UAV mission 

 

 

Fig. 3  Process diagram of UAV photogrammetry analysis 

III. RESULT AND DISCUSSION 

The orthophoto of 2 experiments is presented in Fig. 4 
where experiment 1 is on the left and experiment 2 on the right 

side generated from the digital elevation model (DEM). Fig. 

5 is the digital elevation model (DEM) for each experiment. 

This high-accuracy photo overlaps more than 9 points with 

more than 3 mean key points for each image and more than 4 

million dense point clouds for 15 – 16 thousand points with 

almost zero reprojection error (Table I). The process took 

about 65 minutes (Table II) before the hotspot detection. 

We use image data processing at a medium level in image 

processing. Photos are imported and entered into a project on 

the Agisoft Metashape worksheet. The first process is the 
align photos process to produce an initial 2D model, as shown 

in Figure 4. The align photos process report is shown in Table 

II. The next step is the Dense Point Clouds which is a 

collection of high points in the number of thousands to 

millions of points resulting from photogrammetric processing 

of aerial photos. It takes a total of about 4 hours and 48 

minutes. The next process is Build Mesh, one of the main 

outputs of aerial photo processing in Agisoft Metashape. In 

comparison, the next process is the Texture Model, which 

looks at 2D physical models of the features in the photo 

coverage area.  

 

 
Fig. 4  Orthophoto generated from UAV capture of experiment 1 (left) and experiment 2 (right) 

 

The aircraft utilizes GPS, a stereo Vision System, and 

Infrared Sensing System to stabilize, avoid obstacles or track 

moving subjects. The Vision System uses ultrasound and 

image data to help the aircraft maintain its current position, 

enabling precision to hover indoors or in environments where 

a GPS signal is unavailable. Safety modes include Failsafe 

and Return-to-Home to ensure the safe return of aircraft if the 

control signal is lost. When the Forward Vision System is 

enabled, and lighting conditions are sufficient, the maximum 

flight attitude angle is 25° with a maximum flight speed of 31 

mph (50 kph). The flight controller can also save critical flight 

data from each flight to the onboard storage device. When 
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forward obstacle sensing is disabled, the maximum flight 

attitude angle is 35°, and the maximum flight speed is 36 mph 

(58 kph). The maximum flight speed of the aircraft is 

increased to 45mph (72kph). Flight data is automatically 

recorded in the internal storage of the aircraft. This includes 

flight telemetry, aircraft status information, and other 

parameters. The data can be accessed by connecting the 

aircraft to the PC through the Micro USB port.  
 

 

Fig. 5  Digital elevation model (DEM) of UAV capture photo of experiment 1 (left) and experiment 2 (right) 

 

The DJI Phantom 4 Pro is an UAV/drone equipped with a 

smart flying camera with obstacle sensing made up of vision 
and infrared sensors, making it able to intelligently 

autonomous flight. Phantom 4 pro has the best image quality 

for the Phantom, with greater clarity, lower noise, and higher 

resolution photos and videos. Dual frequency support in the 

remote controller makes the HD video downlink more 

efficient and more stable. The Phantom 4 Pro/Pro+ V2.0 also 

features a more efficient its propulsion system, as well as a 

4dB (60%) operational noise reduction. 

DJI GO is an auxiliary software used in experiments 

because it is compatible with Phantom 4 pro. DJI GO is 

installed on the smartphone. The Phantom 4 Pro / Pro+ flies 
anywhere visible on-screen with a tap and tracks moving 

subjects effortlessly. The Phantom 4 Pro / Pro+, shoots at 4K 

at up to 60 frames per second. Phantom 4 Pro captures photos 

that look sharp and clean thanks to the 1-inch CMOS sensor 

supplementary to the Phantom Pro 4. In addition, Phantom 4 

Pro has a 20-megapixel camera resolution. The Phantom 4 pro 

has an autofocus feature, making it very easy to fly. 

TABLE II 

SUMMARY OF PHYSICAL PARAMETERS 

Parameter Experiment 1 Experiment 2 

General   
Cameras 42 41 
Aligned cameras 42 41 

Coordinate system 
WGS84 

(EPSG:4326) 
WGS 84 

(EPSG:4326) 
Rotation angles Yaw, Pitch, Roll Yaw, Pitch, Roll 

Point Cloud   

Points 16,074 of 19,475 15,316 of 19,108 
RMS reprojection 
error 

0.169685 (0.611975 
pix) 

0.176714 
(0.630372 pix) 

Max reprojection 
error 

0.510661 (16.4022 
pix) 

0.532509 (30.7684 
pix) 

Points 16,074 of 19,475 15,316 of 19,108 
Mean key point 
size 

3.54919 pix 3.37162 pix 

Effective overlap 9.45612 9.49445 

Alignment 

parameters 
  

Accuracy High High 
Key point limit 40,000 40,000 
Tie point limit 4,000 4,000 
Dense Point Cloud   
Points 4,337,796 4,288,953 

Model   
Faces 15,812 17,063 
Vertices 8,119 8,743 

Texturing 

parameters 
  

Texture size 4,096 x 4,096 4,096 x 4,096 

DEM   
Size 2,467 x 2,274 3,227 x 3,255 

Orthomosaic   
Size 9,488 x 8,768 10,188 x 9,596 

 

This experiment uses the smartphone-Oppo A3 (4GB 

RAM and Android 8.1) and the Asus A455L laptop (Intel 

Core i5, 12 GB RAM based on Windows 10) for the 
computer. DJI Go 4 version 4.3.20 software is installed on a 

smartphone for manual flight to evaluate the environment 

weather, assess the optimal altitude, and inspect other data. 

DJI Go 4 is also used to control the gimbal, camera, and other 

aircraft device functions. This application has equipment, an 

editor, and sky pixel features that can be used to configure the 

aircraft and edit and share photos and videos. In this software, 

several indicators on the UAV are informed, such as 

connectivity between UAV and Android devices, X, Y, and Z 

positions of the UAV, UAV speed, and remaining battery 

capacity. 

TABLE III 

SUMMARY OF PROCESSING TIME 

Parameter Experiment 1 Experiment 2 

Alignment parameters   

Matching time 
8 minutes 
5 seconds 

6 minutes 
57 seconds 

Alignment time 11 seconds 11 seconds 

Dense Point Cloud   
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Depth maps generation 

time 

48 minutes  

4 seconds 

49 minutes  

59 seconds 
Dense cloud generation 
time 

2 minutes  
21 seconds 

2 minutes  
24 seconds 

Model   

Reconstruction 

parameters 
  

Processing time 2 seconds 1 seconds 

Texturing parameters   

UV mapping time 26 seconds 18 seconds 

Blending time 
1 minute  
52 seconds 

1 minutes  
13 seconds 

DEM   

Reconstruction 

parameters 
  

Processing time 11 seconds 13 seconds 

Orthomosaic   

Reconstruction 

parameters 
  

Processing time 
2 minutes  
27 seconds 

4 minutes  
5 seconds 

 

Ground Sampling Distance (GSD) is the distance between 

2 center pixels measured on the object's surface. The image 

with greater GSD has a lower spatial resolution, and less 

detail can be seen. For example, GSD is 5 cm, so 1 pixel in 

the image represents an image of 5 x 5 = 25 cm2 on the object's 

surface. In this experiment, a flight plan was created using the 
Pix4D Capture software to conduct 2 flight missions. Each 

flight covered an area of 52x63 m2 with an aircraft speed of 

10-12 m/sec (fast). The camera angle is 70o with an overlap 

of 90%, so the resulting 2D image has a luxurious quality. 

Overlap determines what percentage of the same part will be 

re-photographed. The bigger the overlap is better; however, 

the longer it takes. 

Temperature and wind speed around the experimental site 

were measured before flying the Phantom 4 Pro. This is to 

ensure the drone's safety while flying and standard operating 

procedures for drone flights. The average temperature and 

wind speed around the experimental location are 32.85o C and 

2.95 m/s, respectively, as shown in Figure 6. The wind speed 

during the experiment was pleasant for flying the drone 

because the allowed wind speed threshold was less than 
10m/s. 

A hotspot was detected (Fig. 7) by color filtration 

algorithm to detect a fire (Fig. 8 - 10) at the exact location 

(almost zero deviation of longitude and latitude from the real 

location) from 2 experiments with 1.44 m2 hotspot area of 

experiment 1 and 1.06 m2 of experiment 2 in a location. 

 

 
Fig. 6 Temperature (blue graph) and wind speed (orange graph) of 

experiments. 

 

 
Fig. 7  Hotpot detected at experiment 1 (left) and experimented 2 (right) 

 

In order to locate the hotspot position, color filtration [41], 

[42] is applied to the image. Depending on the flame's 

temperature [43], [44], a hotspot color could range from 

yellow to brownish. This color dynamic is easier to be 
mapped using HSV [45] color model [46]. Therefore the first 

step in detecting a hotspot in an image is to convert the image 

into HSV. In order to detect the fire spot, it is necessary to 

separate the spot from the background. Fire spot pixels were 

separated based on their values, saturation, and hue. For 

instance, this separation could be achieved by masking the 

image using a certain hue range, such that only pixels with 

reddish or yellowish color may appear, and the other pixels 

are hidden. The hue range's lower and upper bounds were 
determined manually using trial and error. The same goes for 

saturation and value. Hotspot location in latitude and 

longitude is obtained by manually fitting four corners of the 

image into specific longitude and latitude in Google Maps; 

this process is called georeferencing  [47]. 
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 Fig. 8  Filtering process for specific color of fire indication 

 

 
Fig. 9  Specific colour indicates fire 

 

 

Fig. 10  The hotspot detected shown by its hue, saturation, and value (left), 

hotspot location (right) 

 

That information could be used to determine the scale of 

the image to locate the hotspot position. Two layers of the 
color filter are made to extract information about a certain 

hotspot. The first layer has a very narrow hue, saturation, and 

value range to isolate a certain color that only presents in a 

hotspot, thus obtaining its position. The next layer is used to 

find the area of the hotspot. This second layer has a wider hue, 

saturation, and value range to determine the hotspot area. As 

illustrated in (1), (2), and (3), an area around a hotspot could 

vary in color, 

 h = (Ihsv (:,:,1)>=0.001) & (Ihsv(:,:,1)<=0.158) (1) 

 s = (Ihsv (:,:,2)>=0.41) & (Ihsv(:,:,2)<=0.415) (2) 

 v = (Ihsv (:,:,3)>=0.91) & (Ihsv(:,:,3)<=1) (3) 

it could range from white to dark brown; all those colors are 

still part of the fire. These two filter layers could extract 

information about the hotspot location (latitude and 

longitude) and hotspot area. 

In issues of accuracy and error calculation, we have 

implemented an assessment to find out how accurately this 

hotspot detection algorithm program decides to consider an 

object of color as a fire or not. We have verified in expressions 

of TPR (True Positive Rate) and FPR (False Positive Rate) 

values. The algorithm will work to detect hotspots, and the 

results will be marked with a rectangle which, according to 
the algorithm, is a hotspot. However, the results detected by 

the algorithm are not necessarily correct. The algorithm 

squares the red spots, which are red plastic. In this case, the 

algorithm produces a false positive (the detection is wrong, 

we thought it was a fire, even though it was not). Meanwhile, 

if it is a false negative, it means the algorithm assumes the red 

points are not fire; it turns out to be a real fire. 

We operated this hotspot detection algorithm program on 

10 sample photos/images of the land that we carried out 

previously taken with drones. The 9 images are photos of land 

with hotspots, and 1 is a photo of land without hotspots. So, 
in this case, 9 samples are categorized as positive, and 1 

sample is categorized as negative. The result shows that the 

hotspot detection algorithm program decided that 7 of the 

samples were positive (7 True Positive) and 3 negative, with 

the basic metrics are TP = 7, FP = 0, TN = 1 and FN = 2, and 

the advanced metrics are precision = TP/TP+FP = 7/7 = 1, 

TPR = TP/TP+FN = 7/9 = 0.78 and FPR = FP/FP+TN = 0/1 

= 0. The precision and TPR are both very high. 

IV. CONCLUSIONS 

Photogrammetry from a number of images collected by a 

UAV with an optimum flight plan for the mission has been 

applied for forest fire hotspot detection. These images 

captured a fire simulation in a known location. After a high-

resolution orthophoto had been generated, a hotspot was 

detected by color filtration algorithm to detect a fire at the 

exact location from 2 experiments with 1.44 m2 hotspot area 

of experiment 1 and 1.06 m2 of experiment 2. This algorithm 

program has TPR and FPR are 0,78 and 0, respectively. This 

hotspot detection algorithm program can be used to develop 
an early detection system for forest fires by combining fire 

detection using ground sensors (WSN) and remote sensing 

(Satellite) to obtain a trusted early detection system. 
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