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Abstract—Due to the rapid increase in data volumes, clustering algorithms are now finding applications in a variety of fields. However, 

existing clustering techniques have been deemed unsuccessful in managing large data volumes due to the issues of accuracy and high 

computational cost. As a result, this work offers a parallel clustering technique based on a combination of the K-means and Multi-

Agent System algorithms (MAS). The proposed technique is known as Multi-K-means (MK-means). The main goal is to keep the dataset 

intact while boosting the accuracy of the clustering procedure. The cluster centers of each partition are calculated, combined, and then 

clustered. The performance of the suggested method's statistical significance was confirmed using the five datasets that served as testing 

and assessment methods for the proposed algorithm's efficacy. In terms of performance, the proposed MK-means algorithm is 

compared to the Clustering-based Genetic Algorithm (CGA), the Adaptive Biogeography Clustering-based Genetic Algorithm 

(ABCGA), and standard K-means algorithms. The results show that the MK-means algorithm outperforms other algorithms because 

it works by activating agents separately for clustering processes while each agent considers a separate group of features. 
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I. INTRODUCTION 

Data clustering [1] is an emerging and dynamic area of data 

mining research with active interest due to its importance in a 

variety of fields of research, including data mining, statistics, 

spatial database technology, machine learning, web search, 

information retrieval, biology, marketing, and others. 
Clustering is a type of observation-based learning rather than 

learning by examples because it is an unsupervised approach 

to classification that lacks labeled information. Objects are 

partitioned into separate groups during clustering, with 

objects in one group being connected to objects in another but 

differing significantly [2]. A suitable cluster is established 

when there is a high level of relatedness between objects in 

one group but is very dissimilar from items in other groups, 

hence offering a technique for describing data object 

relationships. From some data, f: DC D=d (1,) d (2, ),...,d n to 

cluster C=c (1,) c (2,),...,c n based on d i similarity. 

K-means is an unsupervised learning system that uses 

unlabelled data (data that does not have clearly defined groups 

or categories). K-means clustering divides a dataset into k 

groups (a specific number of clusters or groups) [3]. However, 

the conventional K-means algorithm and its extensions have 

a significant fault in that they can only converge to local 

minima., which is especially problematic when dealing with 

the clustering issue of the minimal sum of squares. As a result, 

several studies have concentrated on refining. In order to 

maximize the chances of reaching the global optimum, the 
algorithm's convergence pattern must be improved [4] or at 

least higher-quality local minima. 

On the other hand, A Multi-Agent System is a promising 

method employed in various disciplines (MAS). Agents [5]–

[9] are a collection of numerous interacting computational 

elements that make up MASs. Each agent can choose how to 

achieve its objectives and interact with the others [10]–[13]. 

The ability to interact with one another, cooperate and 

exchange information, and act or make self-decisions are 
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among the characteristics of these agents. Machine learning, 

mobile ad hoc networks, and customizable autonomy are 

some of the application domains of MAS [14]–[16]. These 

agents are used in these fields to improve operations' speed, 

flexibility, efficiency, scalability, and the reusability of 

system modules. 

The proposed technique used these qualities to create a 

suitable clustering solution for data-driven self-organized 

pattern problems in this study. According to the given solution 

idea, every single agent is assigned to an object in the data for 

collaboration with the main agent to produce a steady group. 
Each agent is required to sense its immediate surroundings 

[13]–[16] as part of the number of attributes. 

In the proposed MK-means technique, the K-means 

algorithm interacts with MAS by giving agents roles such as 

observing the borders of each group/cluster and coordinating 

the corresponding measurement groups (i.e., the voting 

process, the distance between clusters). This study suggests a 

collaborative strategy between the agent system and K-means 

to improve the overall clustering process. This is how the rest 

of the paper is organized. The clustering in Section 2 is 

depicted. The proposed MK-means method is introduced in 
Section 3, and the evaluation metrics are discussed in Section 

4. The research findings are discussed in Section 5, while the 

conclusion is presented in Section 6.  

II. MATERIALS AND METHODS 

A. General overview 

Clustering is a method used to classify data into groups. 

Fig. 1 depicted a simple example of clustering [17]. 

 

 
Fig. 1 Clustering example 

 

Partitional or hierarchical clustering processes exist [1]. 

Based on the design of the hierarchical breakdown, 

hierarchical clustering is further classified as divisive or 

agglomerative. For the agglomerative method, clusters are 

generated from the bottom up, whereas clusters are formed 

from the top down for the divisive method. Single, average, 

complete, median, and Ward [18] are examples of hierarchical 

clustering approaches. By assuming that each point belongs 

to just one cluster, the partitioning clustering technique allows 

for one-level data separation. As a result, each object must 

only fit into one cluster. For example, the criterion could be 
relaxed, as in the fuzzy separating approach [18], which 

separates each point into several clusters. K-means, k-means 

adaptive, K-modes, k-medoids, k-medians, and fuzzy C are 

all examples of partitioning methods. 

 

B. Architecture of K-means Clustering  

K-means is an unsupervised clustering technique that 

utilizes for classifying unlabelled data into a specific number 

of k (clusters or groups) [19]. There are three aspects to the 

K-means algorithm. 
 We are starting by using a given K to set the center 

points (or first centroids). 

 The data points are partitioned into K clusters based on 

the K current centroids. 

 Updating the K centroids to take into account the newly 

created cluster. After several iterations of repeating 

steps b and c, the K-means algorithm usually 

converges. 

Distance measurements are used to assess how similar the 

data pieces are in terms of regularity. The degree of inter-

relationship between the datasets, their similarity or 
dissimilarity, and the measures used to compare them must all 

be determined. The goal of calculating the metric in a specific 

problem is to find a suitable similarity or distance function 

[4], [8]. As a result, various distance parameters are used to 

appropriately find and place the data points' proximity. 

Cosine, City block, squared Euclidean, Correlation, and Some 

of the distance functions employed in this approach include 

Hamming. The K-means algorithm is often employed when 

the number of clusters is already known, and random 

initialization for the number of cluster centers or other user-

defined parameters has been done [2], [9]. 

The distance between each point in data is determined by 
using a distance function picked from all the centers in the 

first iteration of the K-means technique. The data point is 

positioned concerning a particular center based on the least 

value of the distance between data points.  

B. Multi-Agent System 

The MAS is a branch of software agent technology in 

which a group of loosely linked autonomous agents 

collaborates to accomplish a shared objective. To do this, the 
agents cooperate, compete, or exchange information with one 

another [8-10]. MAS delivers a varied collection of agent 

capabilities for flexible issue resolution. The fundamental 

purpose of a single/group of agents is to solve the local issues, 

but the major goal of a MAS is to build agent groups in order 

to give answers to naturally dispersed problems. Each agent 

has different skills in a group, such as communication, 

coordination, denial, and collaboration [11]. In Figure 2, the 

MAS coordinates and communication are illustrated. 

 

 
Fig. 2 An example of communication and coordination in MAS 

 

Through algorithms that facilitate coordination, such as 

joint intention or partial global planning, the coordination 

process comprises aligning and managing the set of actions 

for each agent in order to accomplish the assignment. 

Cooperation is a procedure in which agents collaborate to 

achieve a job to address a particular issue through exchanging 
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knowledge [6]–[8]. The following are the fundamentals that 

all MASs have in common: 

 The presence of distributed and complex problems that 

are beyond the individual agent's capabilities. 

 The lack of a global control agent in the system. 

 Whether or not decentralized data distribution is 

appropriate. 

 Coordination between the agents is present. 
In general, there is no such thing as a typical multi-agent 

architecture, and the distributed issue defines which one the 

system must solve [22], [24], [25]. Centralized and 
decentralized are two types of multi-agent architectures. The 

MAS is utilized to tackle complex problems like; as design 

issues, air traffic management, and manufacturing problems 

[26]–[28]. 

C. MK-means Technique  

The MK-means method employs distinct agent activation 

to conduct clustering, with each agent examining a different 

subset of attributes. If the total number of features is m, the 
total number of features in a subset is 2m-1. The first feature is 

included in the first one. The second feature until all single 

feature sets have been considered, after which the other sets 

containing two pairs of features are considered; this process 

is repeated until all features have been considered. Each set is 

used as an input by an agent, which generates data clustering 

results based on the input set. Using a voting process based on 

the part of the labeled data, the clustering results are used to 

predict non-labeled data. 

The MK-means give each agent a numerical index 

according to the rank of the candidate set. Next, calculating 

their accuracy using given datasets, the agents are linked to 
the main/central agent and asked to submit their performance 

score. Finally, the winning agent, defined as the one with the 

greatest score, is picked. The pseudocode below illustrates the 

suggested MK-means method and figure 3 illustrates the MK-

means method. 

 

Input  

     � = {�1, �2 . . . �
}            

     �� = {
1 
2 . . . 
�}                     //features  

     � = {�1, �2 . . ��}                        //labels n<<N  

Output 

     �� = {�� �(� + 1) . . . �(
 − �)}           // Predicted classes  
     Features j 

   Start 

     1-initiate 2^� − 1 agents  
     2-initiate main agent  

     3-in parallel for each agent � from 2^� − 1 agents  

          3.1 ��������(�)=call K-means with respect to selected 

features � 
          3.2 labeling of clusters based in Y using a voting process  
          3.3 send output ��, � for agent � and the error �� to the 

main agent 

   End 
     4.main agent select the decision of  !���(") with mini �" 

     5.winning agent " provided the output of non-labeled data  

�� = ��" 
     6.selected features are features " 
End 

Fig. 3 MK-means algorithm 

 

As depicted in the pseudocode, the inputs are X which 

represents the dataset, xi, which represents the features; and 

Y, which represents the benchmark part of the dataset. The 

output is the prediction vector Yp for the non-labeled data. 

The initialization of the agents is performed in Step 1 until 

step 3. The operations of the agents for predicting the labeled 

part of the data are performed in Step 3.1 until Step 3.5. 

Finally, the agents communicate with the main agent in Step 

4, which select the winning agent from them. The winning 

agent is the one that achieved the least prediction error 

(maximum prediction accuracy) concerning the ground truth 
data. The selection is performed in Step 4, while its results 

generation for the non-labeled data is performed in Steps 5 

and 6. 

D. Evaluation Metrics 

Numerous assessment measures, including purity, 

computation time, and computational complexity, are 

employed to assess the performance of the MK-means 

technique. 

1)   Purity: Purity refers to the percentage of items that are 

accurately classified. It is a measure of a cluster's quality that 

is calculated by allocating each individual cluster to the most 

relevant class within the cluster. 

#�����($, %) =  &
'

 '
� (� �(

�'(
 '

 (1) 

As used in previous studies [19-23], a clustering process is 

If the clustering is 100% pure, it is deemed ideal. process (C) 

=1. 

2)   Computation Time: The computation time is the 

amount of time it takes for a computer to perform a set of 

calculations. It is preferable to use a clustering algorithm that 

takes less time to compute than one that takes longer to 

complete the task [4], [29]. 

3)   Computational Complexity: An algorithm's 

computational complexity is a measure of how many steps it 

takes in the worst-case scenario for a particular instance or 

input. The number of steps required is proportional to the 

object's size [4, 30]. 

III. RESULT AND DISCUSSION 

Five datasets evaluated the MK-means algorithm's 

performance (Wine, Iris, Seed, Breast cancer, and Liver 

Disorders). The tests' output parameters are detailed in the 
findings, which are used to compare the MK-means 

algorithm's performance to the other algorithms like CGA, 

ABCGA, and standard K-means. The datasets are listed in the 

table below (Table I). 

TABLE I 

DATASETS DESCRIPTION" 

No. Dataset Name No. of 

Instances 

No. of 

Attributes 

1 Wine 179 14 
2 Iris 150 4 
3 Seed 210 5 

4 Breast Cancer 699 10 

5 Liver Disorders 345 7 
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The algorithms have been implemented, and the 

corresponding clusters have been found. The true label dataset 

is compared to these clusters. The class labels are known 

because the five standard datasets were used in this paper, and 

the quality of the obtained clusters was assessed based on the 

computation time and purity.  

A. Comparison using purity 

When the number of clusters is 8, the comparison uses 
purity for all testing datasets: Wine, Iris, Seed, Breast Cancer, 

and Liver Disorders. Table II and Fig. 4 show the purity 

values. 

TABLE II 

COMPARISON USING PURITY 

No. 
Dataset 

Name 
CGA ABCGA 

K-

means 

MK-

means 

1 Wine 34.04 40.7 30.52 45.2 
2 Iris 34.04 40.7 30.52 44.7 
3 Seed 34.92 41.8 31.34 43.9 

4 Breast Cancer 34.96 41.5 31.35 43.8 

5 Liver Disorders 34.97 41.9 31.37 47.1 

 

 

Fig. 4 Comparison Using Purity 

 

Table II indicates that the MK-means method beats the 

CGA, ABCGA, and regular K-means algorithms for all five 

datasets in terms of purity. Because the agents maintain track 

of each group's/borders, clusters coordinate relevant dataset 
groupings and make the required measurements (such as; 

voting process and distance between clusters). 

B. Comparison using Computation Time 

CGA, ABCGA, MK-means, and k-means algorithms have 

their computation times measured. Clusters are represented by 

the letter k. The computation times for the Wine, Iris, Seed, 
Breast cancer, and Liver Disorders datasets are shown in 

Table III. 

TABLE III 

"COMPARISON USING COMPUTATION TIME 

No. 
Dataset 

Name 
CGA ABCGA 

K-

means 

MK-

means 

1 Wine 47 16 31 12 
2 Iris 47 16 16 12 

3 Seed 47 15 32 11 
4 Breast Cancer 47 15 31 13 

5 Liver Disorders 46 16 16 11 

 
Fig. 5 Comparison Using Computation Time 

 

Table IV and Fig. 5 show that the MK-means algorithm 

outperforms the CGA, ABCGA, and standard K-means 

algorithms in terms of computation time for all five datasets. 

As a result, the MK-means algorithm distributes the work 

across multiple agents, and this procedure shortens the 
processing time and improves the clustering process. 

C. Comparison using Computational Complexity 

When the number of clusters is 8 for five datasets, the 

computational complexity of the four algorithms is calculated. 

Table VI shows the values for computation complexity. The 

comparison results for computational complexity are shown 

in Figure 6. When compared to other algorithms, the results 

show that the MK-means achieved the best result. Because the 
MK-means made use of key agent characteristics like the 

ability to act autonomously, sense the environment, and 

communicate with one another. In addition, The findings 

demonstrate that the suggested technique can cluster data in 

less time and with less complexity based on properly related 

clusters. 

TABLE VI 

COMPARISON USING COMPUTATIONAL COMPLEXITY 

No. 
Dataset 

Name 
CGA ABCGA 

K-

means 

MK-

means 

1 Wine 1.6 1.2 3 0.9 
2 Iris 1.6 1.2 4 0.8 
3 Seed 1.6 1.2 3 1 
4 Breast Cancer 1.6 1.2 2 1.1 

5 Liver Disorders 1.6 1.2 3 0.8 

 

 

Fig. 6 Comparison Using Computational Complexity 

IV. CONCLUSION 

Because of its simplicity, the standard K-Means clustering 

technique is widely used in data clustering. The appropriate 
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selection of initial cluster centroids determines the 

performance and accuracy of the standard K-means 

technique. As a result, this paper combines the MAS with the 

K-means method to create a parallel clustering system. The 

proposed technique is named MK-means (Multi-K-means). 

The MK-means performs clustering by separating the 

activating agent and taking each individual agent's subset of 

features into account. The main goal of the new technique is 

to preserve the dataset by increasing the accuracy of the 

clustering process. The statistical significance of the proposed 

method's performance was confirmed. The performance of 
the proposed technique was compared with CGA, ABCGA, 

and standard K-means algorithms. The outcomes depicted 

that the MK-means outperforms other techniques in terms of 

purity, computation time, and computation complexity. This 

is the case because the MK-means employs key agent 

characteristics such as acting autonomously, sensing the 

environment, communicating modules, and deliberating sub-

solutions. The suggested technique might be integrated with 

existing clustering algorithms based on the starting cluster 

centroids selection principle in the future study. 
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