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Abstract— Distributed Denial of Service (DDoS) attacks are dangerous attacks that can cause disruption to server, system or application 

layer. It will flood the target server with the amount of Internet traffic that the server could not afford at one time. Therefore, it is 

possible that the server will not work if it is affected by this DDoS attack. Due to this attack, the network security environment becomes 

insecure with the possibility of this attack. In recent years, the cases related to DDoS attacks have increased. Although previously there 

has been a lot of research on DDoS attacks, cases of DDoS attacks still exist. Therefore, the research on feature selection approach has 

been done in effort to detect the DDoS attacks by using machine learning techniques. In this paper, to detect DDoS attacks, features 

have been selected from the UNSW-NB 15 dataset by using Information Gain and Data Reduction method. To classify the selected 

features, ANN, Naïve Bayes, and Decision Table algorithms were used to test the dataset. To evaluate the result of the experiment, the 

parameters of Accuracy, Precision, True Positive and False Positive evaluated the results and classed the data into attacks and normal 

class. Hence, the good features have been obtained based on the experiments. To ensure the selected features are good or not, the results 

of classification have been compared with the past research that used the same UNSW-NB 15 dataset. To conclude, the accuracy of 

ANN, Naïve Bayes and Decision Table classifiers has been increased by using this feature selection approach compared to the past 

research. 
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I. INTRODUCTION 

In the world of Information Technology, Distributed 
Denial of Service (DDoS) attacks are among the most 
important threats that need to be emphasized and fought [1]. 
DDoS is a very cunning and dangerous attack [2]. It can attack 
any computer at any time without being noticed by computer 
users. It can attack any consumer at home up to the 
government level [3]. Their only purpose is to get money from 
the victims. Among the targets that attract the attention of 
DDoS attacks are Online Shopping, Gaming Sites, Banks, 
Adult Content Sites, Blogs and Forums, and Government 
Sites. Hackers will use the technique of sending too much 
traffic to the website or computer they are targeting so that it 

will not work [4]. The traffic sent by the hacker will be more 
than the amount of traffic that the website or computer can 
accommodate. The traffic sent is usually in the form of 
incoming messages, fake requests or botnets. When a website 
or computer is unable to accommodate the traffic, it will slow 
down and it will be successfully taken over by hackers. When 
this happens, legitimate users can no longer access the website 
and the admin can no longer control their website [5][6]. 
DDoS attacks have become the most serious threats in cyber 
security. DDoS attacks can be classified into two categories 
namely flooding attacks and logical attacks [7]. For flooding 
attacks, the victims will be flooded with a large number of 
packets [8]. This slowly causes the number of packet attack 
requests to be higher than the number of packet requests from 
real users. If the attack packet request rate exceeds the packet 
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request rate that can be handled by the server, then the 
authorized user can no longer access the service and most 
likely, the server or computer may also be unusable as a result 
of this attack. This is what is called a Distributed Denial of 
Service attack. For Logic attacks, known software 
vulnerabilities on the target system will be used for malicious 
purposes. The attacker will create a fake package that will 
then be used for malicious purposes against the system. 
However, this attack is relatively weak and it is easy to break 
with the existing technology in cyber security today. 
Installing software patches and enhancing specific firewall 
rules can reduce and even eliminate vulnerabilities. This way, 
all incoming packets will be filtered first so that packets that 
are harmful to the system will not be able to reach the system 
[8]. DDoS attacks can be detected using machine learning 
techniques. Machine learning techniques have two types of 
techniques, namely supervised learning where future output 
can be predicted as a result of model training on the input and 
output of the dataset studied. Meanwhile, for unsupervised 
learning, groups or structures can be found as a result of the 
study of dataset inputs [9][10].  

There are two problem statements that this research 
conducted. The first problem is because the cases related to 
Distributed Denial of Service attacks increased in recent years 
[11]. If cases regarding DDoS attacks increase, the cyber 
world will be in trouble because people will not be able to 
carry out their daily jobs. This is because a DDoS attack has 
the potential to shut down a system if the attack is successful 
[12]. In the previous studies, there have been many 
researchers like [13][14][15] who do research on DDoS 
attacks detection, but this research will come with a different 
approach to detect DDoS attacks. The second problem 
statement is that the previous research conducted by [13] does 
not use the Decision Table classifier in their study. The study 
applied ANN, Naïve Bayes, Decision Tree and Unsupervised 
Machine Learning (USML) classifiers to run the experiment. 
Decision Tables is an important classifier because it is an 
ordered set of If-Then rules that have the potential to be more 
compact and hence more intelligible than decision trees, and 
they are an accurate way for quantitative prediction than 
Decision Trees [16]. Thus, this study conducted research by 
adding a Decision Table classifier in the experiments to detect 
the DDoS attacks. 

For the research scope, this study was conducted to detect 
the presence of DDoS attacks using machine learning 
techniques on the UNSW-NB 15 dataset. The features in the 
dataset will be selected by using a filter method which is 
Information Gain and Data Reduction to get the best subset of 
features to detect the DDoS attack. After selecting the highest 
ranked features from Information Gain, machine learning 
techniques will be used to test datasets to get the output. The 
output will be in the classes of attack and normal. The 
algorithms that will be used in this research are ANN, Naïve 
Bayes and Decision Table. The experiments were run on the 
WEKA Machine Learning tool to generate the parameter 
evaluation like Accuracy, Precision, True Positive and False 
Positive metric. The result obtained from this study has been 
compared with the previous research conducted on DDoS 
attack detection. 

For the expected result, this study will be conducted by 
doing the experiment on one dataset by using the machine 

learning techniques such as ANN, Naïve Bayes and Decision 
Table, the expected outcome of this study will be a DDoS 
Attack detection framework. Next, the features of DDoS 
Attacks will be selected by using features selection techniques 
such as filter method which is Information Gain. Next, after 
the data being tested, the Accuracy, True Positive Rate, False 
Positive Rate and Precision metrics will be examined using 
Weka machine learning tool. Finally, the result will be 
compared before and after the features selection techniques 
applied. 

In the research significance, this research developed a 
detection framework for DDoS to obtain the accuracy result 
of the features and the presence of DDoS attacks at the end of 
this study. This is because DDoS attack is a type of attack that 
can endanger the user’s device [17]. This will affect users 
because they cannot do their task as usual if they got involved 
in this attack. To detect the DDoS attack, this study developed 
a detection framework by using machine learning techniques 
which is the famous and common detection method used 
nowadays. In this detection approach, three classification 
techniques which are ANN, Naïve Bayes and Decision Table 
will be used to examine the UNSW-NB 15 dataset. When the 
dataset is finished being tested using the three machine 
learning algorithms, the results of the test can ensure the 
accuracy of the classifier for the presence of DDoS attacks 
based on the features selected. 

A. Related Work 

Work by [13] conducts research on machine learning 
methods by conducting experimental analysis in the detection 
of Botnet DDoS attacks. They used one of the latest and well-
known datasets to verify the performance of their algorithm 
which is the UNBS-NB 15 dataset that has been created by 
IXIA Perfect Storm tool in Cyber Range Lab of ACCS [13]. 
Using this dataset, a clear picture of traditional network traffic 
and Botnets network attacks can be provided. There are nine 
types of attacks that will be found in this dataset namely 
Fuzzers, Backdoor, DoS, Reconnaissance, Exploits, 
Shellcode, Worms, Generic, and Analysis [13]. This study 
also uses another dataset namely KDD99 Dataset to compare 
the final results of each machine learning technique they use. 
For feature generation in datasets, they have used tools like 
Bro and Argus to generate the features. To identify the flow 
transferred through the router, they perform a network 
sniffing procedure at the main point of the network. Using IP 
addresses and protocols, they go through the process of 
finding the source of the incident on the network. In 
accordance with the principle of features selection, they 
perform this process so that feature processing time can be 
reduced [18]. To select the features from the dataset, they use 
filter, wrapper and hybrid methods. In these methods, the 
features of the dataset will be selected based on the score [13]. 
In the classification, they have analyzed the performance for 
several Botnet DDoS attack detection techniques in machine 
learning. The techniques analysed are the techniques in 
Supervised Learning, namely Support Vector Machine 
(SVM), Naive Bayes (NB), Artificial Neural Network (ANN), 
and Decision Tree (DT). They also conducted an analysis of 
several techniques in Unsupervised Learning (USML) such as 
K-means and X-means. They choose these techniques to 
analyze their performance because the techniques have their 
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own advantages and the data they have is very suitable for 
these techniques. For the parameter evaluation, the 
parameters they use to evaluate the DDoS detection 
techniques they use are Accuracy, False Alarm Rate (FAR), 
Sensitivity, Specificity, False Positive Rate (FPR), Area 
Under Curve (AUC), and Matthews Correlation Coefficient 
(MCC). 

Distributed Denial of Service Detection using Hybrid 
Machine Learning Technique paper authored by Barati [14]. 
In this paper, they have proposed a new method in which this 
method is very effective and efficient for detecting DDoS 
attacks. This is because the traditional methods used to detect 
DDoS attacks are not very efficient and effective. For the 
dataset, they have used CAIDA UCSD 2007 Dataset to 
evaluate the performance of the detection method they used 
to detect DDoS attacks. Different types of data in certain 
locations have been collected by CAIDA. In this dataset, the 
data contained is anonymous hourly trace information from a 
DDoS attack [14]. It provides clean data where data 
information that has an attack and does not have an attack has 
been classified. For the classification, they use a hybrid flow-
based features selection model using Genetic Algorithm (GA) 
in the features selection process. In GA, they use wrapper 
techniques to select the most relevant, nice and efficient 
features for DDoS attack detection. In the GA method, the 
result will be marked with bits 1 and 0 [19]. If the result of the 
representation of the subset of features is bit 1, it means that 
it will be allowed to go through the classification process [20]. 
Meanwhile, if the result of the representation of the feature 
subset is bit 0, it means that it will not be allowed to go 
through the classification process. In this way, the most 
accurate and efficient subset of features for DDoS attack 
detection can be found. About the evaluation parameters, they 
have used several metrics to measure the efficiency of the 
techniques they use to detect DDoS attacks. These parameters 
are Precision, Recall, F-measure, Receiver Operating 
Characteristic (ROC), True Positive (TP), and False Positive 
(FP). All these parameter metrics are performed in the training 
process to find the best classification technique. In this study, 
metric parameters that have a bit value of 1 will be counted as 
the best and those that have a value of 0 will be counted as the 
worst [14]. 

In [15], what they focus on is DDoS attacks detection. 
Based on Spark Streaming machines, they have also proposed 
a system to monitor Internet traffic online. They use big data 
platforms namely Hadoop and Spark so that big data can be 
processed. Both platforms have data that can be applied to 
DDoS attack detection in their studies. The data in the Hadoop 
platform has been accepted by most groups of big data 
analysts because it is very simple and the programming is also 
simple. However, Hadoop has its drawbacks because its data 
is usually stored in a disk that has relatively low performance 
in input and output. This causes performance for algorithms 
that require a lot of iteration to increase or decrease. 
Therefore, the presence of the Spark platform has been 
proposed to address the shortcomings of the Hadoop platform. 
Spark has been suggested because its data is stored in RDD 
(Resilient Distributed Dataset) stored in memory. Therefore, 
data from Spark will be faster to process than Hadoop [15]. 
For features selection, they use Correlation-Based Feature 
Selection to select the best features to use in detecting DDoS 

attacks. In Correlation-Based Feature Selection, they use a 
simple discrete method that forms the 7 features to many 
different subsets of features. Then, they calculated the MS 
evaluation metric of each subset of the feature to select the 
features set that had the highest MS metric evaluation to use 
in the DDoS attack detection process. After performing the 
calculations, they have obtained a subset of features that have 
the highest MS metric evaluation. For classification, three 
detection techniques in machine learning namely Naive 
Bayes, Regression Logistics and Decision Tree were used to 
detect DDoS attacks. To perform the process of implementing 
this machine learning algorithm, they have used a high quality 
machine learning library in Spark which is MLlib. In MLlib, 
all things related to this algorithm can be done including 
conducting comparative experiments to verify the results of 
feature selection and making comparisons on the accuracy of 
each algorithm in detecting DDoS attacks [15]. The 
parameters they used in this paper to detect attack are True 
positive ratio (TPR) and False Positive Ratio (FPR). Both of 
these parameters will be used to evaluate the performance of 
the three detection techniques. 

II. MATERIAL AND METHOD 

A. Project Flow 
In this paper, there is one research paper that has a similar 

framework with us in detecting DDoS attacks using machine 
learning techniques.  

In this research, to get the best research results, 6 phases 
need to be completed in this flow project. These are the 
Dataset, Features Selection, Pre-processing, Classification, 
and Evaluation Parameters phase. In the Dataset phase, the 
same dataset in [13] will be downloaded through the trusted 
source from the Internet. After that, the dataset will perform 
the pre-processing to allow the best features to be selected for 
this research. After the pre-process is completed, the best 
features that are suitable for the detection of DDOS can be 
selected. After the features have been selected, this research 
will proceed with the classification by using the data with the 
selected features. After completing the classification, the 
result will classify into several classes which are Normal and 
Several DDoS Attack Categories. 

B. Dataset 

In this study, a dataset called the UNSW-NB 15 dataset 
taken from a trusted source in the Internet , namely 
Kaggle.com website will be used to perform the experiment 
in detecting the DDoS attacks. Using this dataset, a clear 
picture of traditional network traffic and Botnets network 
attacks can be provided. Work by [13] are using this dataset 
too to perform their DDoS detection framework. There are 
nine types of attacks that will be found in this dataset namely 
Fuzzers, Backdoor, DoS, Reconnaissance, Exploits, 
Shellcode, Worms, Generic, and Analysis [21]. All of these 
attacks will cause DDoS attacks if they are not addressed [13]. 

To obtain accurate results in this study, the UNSW-NB 15 
Dataset was divided into two sets of files by using the ratio 
scale measurement method. This dataset is divided using a 
ratio of 70:30 which is 70% for the training set and 30% for 
the testing set. Then, those training and testing sets will be 
saved as CSV files. 
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C. Feature Selection 

 
Fig. 1 Feature Selection Process 

 

Based on Figure 1, there are 45 features available in this 
dataset. To get the best features to detect the DDoS attack, this 
dataset will go through the features selection step. The 45 
features available will be selected by a filter method called 
Information Gain. This technique will select the features 
based on information gained and item frequency. This 
method's fitness function has been enhanced to carefully 
consider the weight, text, and vector similarity dimensions 
[22]. 

D. Pre-processing 

 
Fig 2 Pre-processing Process 

 
Based on Figure 2, after the features have been listed and 

ranked in the features selection step, important and less 
important features have been successfully identified. It is the 
time to use the Data Reduction method to select only 
important features that will be used in the classification phase. 
The rest of the features that have not been selected will be 
removed from the dataset. This research will select 10 features 
that are most important and helpful in detecting DDoS attacks. 
Thus, the result of selected features will be shown in the next 
chapter. 

E. Classification 

The first classifier that will be observed in this research is 
Artificial Neural Network. The process of the classification 
will be shown in Figure 3. 

 
Fig. 3 Classification Process for ANN 

        
Based on Figure 4, 10 features that have been selected in 

the pre-processing phase will go through the classification 
process. The data will be run in the ANN classifier in the 
WEKA tool. Artificial neural networks are divided into layers 
based on the number of parallel computing processes they 
perform [23]. Each of the number of inputs is multiplied by 
an initially established weight for each processor in a layer, 
resulting in the internal value of the operation. After the 

process finishes being run, the WEKA tool will generate the 
parameter evaluation metrics which are Accuracy, Precision, 
TPR and FPR. The second classifier that will be observed in 
this research is Naïve Bayes.  

 
Fig. 4 Classification Process for Naïve Bayes 

 

Based on Figure 4, 10 features that have been selected in 
the pre-processing phase will go through the classification 
process. At this phase, the data will be run in the Naïve Bayes 
classifier in the WEKA tool. This Naïve Bayes classifier 
requires quite less training data and is highly extensible [24]. 
After the process finishes being run, the WEKA tool will 
generate the parameter evaluation metrics which are 
Accuracy, Precision, TPR and FPR. The result of this process 
will be shown in the next chapter. 

The third classifier that will be observed in this research is 
the Decision Table. The process of the classification will be 
shown in Figure 5. 

 
Fig. 5 Classification Process for Decision Table 

 

Based on Figure 5, 10 features that have been selected in 
the pre-processing phase will go through the classification 
process. The data will be run in the Decision Table classifier 
in the WEKA tool. In a decision table, conditions are usually 
expressed as True (T) or False (F). Each column in the table 
corresponds to a rule in the business logic that describes the 
unique combination of circumstances that will result in the 
actions [25]. After the process finishes being run, the WEKA 
tool will generate the parameter evaluation metrics which are 
Accuracy, Precision, TPR and FPR. The result of this process 
will be shown in the next chapter. 

III. RESULT AND DISCUSSION  

A. Dataset Result 

The dataset downloaded is UNSW-NB 15 which is the 
same dataset being used in [13]. The dataset is then saved into 
the CSV file to run in WEKA for the experiment process. To 
obtain accurate results in this study, the UNSW-NB 15 
Dataset was divided into two sets of files by using the ratio 
scale measurement method. This dataset is divided using a 
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ratio of 70:30 which is 70% for the training set and 30% for 
the testing set. The training set contains 175341 records while 
the testing set has 82332 records. The distribution of UNSW-
NB 15 datasets in a ratio of 70:30. 

In this dataset phase, the ratio used was 70:30. Training set 
has 175341 instances (70%) while the testing set has 82332 
instances (30%). These training and testing sets are very 
important to run the experimental process in this research. 

 

B. Features Selection and Pre-processing Result 

In this process, all 45 features will be listed and ranked. 
The features will be ranked from the most important features 
to the less important based on score. This process is very 
important to know where features are important and not 
important in detecting the DDoS attack. After that, 10 highest 
features from the 45 ranked features will be selected as the 
subset of the features by looking at the scores in the pre-
processing phase. 10 features that have been selected were 
then scaled down and transferred into another CSV file. 10 
features that have been selected will be used for the 
classification part. Work in [13] also applies this dataset to 
perform the classification. The subset of features they are 
using are different from this research.  

After running the classification, the accuracy, true positive 
rate and false positive rate for the selected features has been 
obtained for each classifier. Table 1 and Table 2 will show the 
comparison of classification results between the selected 
features. 
 

TABLE I 
COMPARISON OF RESULT BETWEEN 10 SELECTED FEATURES AND 

FEATURES IN [13] USING ANN CLASSIFIER 

Features Accuracy True Positive 
Rate 

False Positive 
Rate 

Selected 
Features 

84.66 % 0.847 0.020 

TABLE II 
COMPARISON OF RESULT BETWEEN 10 SELECTED FEATURES AND 

FEATURES IN [13] USING NAÏVE BAYES CLASSIFIER 

Features Accuracy True 
Positive 
Rate 

False 
Positive 
Rate 

Selected 
Features 

87.66 % 0.887 0.008 

 
This research only compared results of ANN and Naïve 

Bayes because these classifiers are being used in this research 
and [13] research. Based on Table 1, the results for ANN 
classifiers for this research’s features have the Accuracy 
(84.66%), TPR (0.847), and FPR (0.020). For Table 2, Naïve 
Bayes classifier, classification for proposed features resulted 
in Accuracy (87.66 %), TPR (0.887), and FPR (0.008).  

This research mentioned that the same dataset was used by 
research in [13]. Tuan [13] also uses the UNSW-NB 15 
dataset in the detection of DDoS attacks. But [13] are using 
different features in this dataset to make the experiment of 
DDoS attack detection.  

C. Classification Result 

Table 3 shows the classification using 45 original features 
from the dataset with several parameters namely Accuracy, 

Precision, TPR and FPR. For Accuracy, the Decision Table 
score was the best at 84.54% followed by ANN 83.98%, and 
Naïve Bayes 81.97%. For Precision, the Decision Table is 
highest with 0.897 followed by Naïve Bayes with a score of 
0.894 and ANN with 0.890. For True Positive Rate, the 
highest value is the best while for False Positive, the lowest 
value is the best. For TPR, Decision Table got 0.865 and ANN 
got 0.840, while Naïve Bayes got 0.820. For False Positive 
Rate, ANN is the highest with 0.010, Naïve Bayes got 0.011, 
and Decision Table got 0.019. 

TABLE III 
CLASSIFICATION USING ANN, NAÏVE BAYES, AND DECISION TABLE  

ON 45 ORIGINAL FEATURES 

Classifier Accuracy Precision True 
Positive 
Rate 

False 
Positive 
Rate 

ANN 83.98 % 0.890 0.840 0.010 
Naïve 
Bayes 

81.97 % 0.894 0.820 0.011 

Decision 
Table 

84.54 % 0.897 0.865 0.019 

 
Table 4 shows the classification using 10 selected features 

with several parameters namely Accuracy, Precision, True 
Positive and False Positive. For Accuracy, the Decision Table 
score is the best at 88.43% followed by Naïve Bayes 87.74%, 
and Artificial Neural Network (ANN) 84.66%. For Precision, 
ANN result was 0.912 followed by Naïve Bayes with a score 
of 0.905 and Decision Table with 0.896. For True Positive 
Rate, the highest value is the best while for False Positive, the 
lowest value is the best. For TPR, Naïve Bayes got 0.887, 
ANN 0.847 and Decision Table got 0.884. For False Positive 
Rate, Decision Table got 0.021, ANN got 0.020, and Naïve 
Bayes got 0.008.    

 
TABLE IV 

CLASSIFICATION USING ANN, NAÏVE BAYES, AND DECISION TABLE  
ON 10 SELECTED FEATURES 

Classifier Accuracy Precision True 
Positive 
Rate 

False 
Positive 
Rate 

ANN 84.66 % 0.912 0.847 0.020 
Naïve 
Bayes 

87.74 % 0.905 0.887 0.008 

Decision 
Table 

88.43 % 0.896 0.884 0.021 

 
There is an experiment to find the best classifier in the 

classification process. The classifiers that have been used are 
ANN, Naïve Bayes and Decision Table whereas the Accuracy 
is based on percentage values (1 to 100) and for validation of 
all the methods this research used a full training and testing 
set for UNSW-NB15 dataset. Based on the experimental 
analysis, this research observed that Decision Table and 
Naïve Bayes classifiers are the best at detecting and 
differentiating the DDoS attack and normal network traffic 
with an accuracy of 88.43% for Decision Table and 87.74% 
for Naïve Bayes. These algorithms make use of Information 
Gain for selecting the best features in detecting DDoS attacks. 
For the Decision Table, the accuracy is (88.43%), Precision 
(0.896), True Positive Rate (0.884) and False Positive Rate 
(0.021). For Naïve Bayes, the accuracy is (87.84%), Precision 
(0.905), True Positive Rate (0.887) and False Positive Rate 
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(0.008). Thus, as stated in the problem statement, there is 
previous research that does not apply Decision Table in their 
experiments. Thus, this research proved that Decision Table 
is also a good classifier in detecting DDoS because it got the 
highest score (88.43%) in our DDoS attack detection 
experiment. 

In this phase, there is also an extra experiment which is the 
comparison of classification results between the 45 original 
features from the dataset and 10 selected features for this 
research. Table 4 shows the classification using 45 original 
features from the UNSW-NB 15 dataset while Table 5 shows 
the classification on a testing set using 10 selected features for 
this research. Based on those tables, we can see that after we 
do the features selection and pre-processing step to reduce the 
number of features, the classification accuracy of each 
classifier has been increased. For 45 original features, the 
accuracy of ANN is 83.98%, Naïve Bayes 81.97% and 
Decision Table is 84.54%. For 10 selected features, accuracy 
of ANN is 84.66%, Naïve Bayes 87.74% and Decision Table 
is 88.43%. This shows that the result would be increased when 
we apply the Information Gain and reduce the number of 
features in the pre-processing phase. 

IV. CONCLUSION 

In conclusion, the framework of machine learning 
techniques for DDoS attack detection has been studied, 
developed and evaluated with Accuracy, Precision, TPR, and 
FPR by using ANN, Naïve Bayes and Decision Table until it 
achieved this research’s objectives. The evaluation was done 
on the UNSW-NB 15 dataset, which is the well-known dataset 
for DDoS attack detection nowadays. To recap the problem 
statement, the first problem is DDoS attacks have increased 
in recent years although there are many researchers who do 
research in this problem. Hence, the first problem has been 
overcome by this research has developed an enhanced 
framework of DDoS attack detection by using machine 
learning techniques. The framework would start with 
Information Gain in feature selection, Data Reduction in pre-
processing, using ANN, Naïve Bayes and Decision Table as 
classifiers, and Accuracy, Precision, TPR and FPR for the 
metrics. The second problem is there are many researches that 
do not include the Decision Table classifier in their 
experimental analysis. Hence, this research proved that 
Decision Table is also a good classifier in detecting DDoS 
because it got the highest score (88.43%) in our DDoS attack 
detection experiment. In computer security and other related 
fields, this validation is important. These problems statement 
has been overcome by doing every experiment in this 
research. In the experimental analysis, we observe that Naïve 
Bayes and Decision Table classifiers are the best at detecting 
and differentiating the DDoS attack and normal network 
traffic in terms of Accuracy, Precision, True Positive Rate and 
False Positive Rate. This research also provided an enhanced 
DDoS detection framework by doing the feature selection 
approach with Information Gain that generates a better 
classification result from previous research by adding as 
discussed in the discussion section. 

The proposed framework has several drawbacks. It was just 
observed on a single dataset which is UNSW-NB 15. There 
several more well-known datasets may be used to evaluate the 
machine learning algorithms' efficiency. Moreover, only 

Distributed Denial of Service (DDoS) attacks were 
investigated and detected in this research. Therefore, multiple 
more attacks might be investigated and analyzed in the future. 
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