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Abstract— Every development activity is always related to human or community aspects. This can also lead to changes in the 

characteristics of the community. The community's increasing awareness and critical attitude need to be accommodated to avoid the 

emergence of social conflicts in the future. This research is to find out how the public perception about the impact of development on 

the environment. Two methods are used, i.e., MDA (Maximum Dependency Attribute) and MSMD (the Multi soft set multivariate 

distribution function). The MDA is to determine the most influential attribute and the Multi soft set multivariate distribution function 

(MSMD) is to group the selected data into classes with similar characteristics. This will help the police producer plan the right mediation 

and take quick activity to make strides in the quality of the social environment. The experiment conducted level of impact based on the 

clustering results with the greatest number of member clusters is cluster 1 (very low impact) with 32.25 % of total data following cluster 

5 (Very High impact) with 24.25 % of total data. The experiment obtains the level of impact based on the clustering results. The greatest 

number of member clusters is cluster 1 (extremely low impact) with 32.25 % of total data following cluster 5 (Very High impact) with 

24.25 % of total data. The scatter area impact is spread at districts 6, 7, 10, 11, the most of very high impact and districts 1,2,3,4,5,8 the 

lowest impact.  
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I. INTRODUCTION 

Increasing the number of residents becomes a certainty in a 

country. This is a factor causing the growth of supporting 

facilities such as rapidly growing areas. Development is 

something that must be done to support people's lives. The goal 

of development is to improve living standards by utilizing 

accessible common and natural assets. One of the positive 

impacts of development is to provide convenience for the 

community. However, development also harms the 

surrounding community. The size of the impact is caused by 

the natural environment characteristics, participation in the 
development process, the accessibility of monetary and 

technological resources, and the type of government policy to 

be implemented [1]–[5]. Another influence that causes the 

impact of development that cannot be ignored is the spatial 

aspect. Urban areas, rural areas, suburban areas will certainly 

have differences in terms of the impact of development. This 

is due to different economic activities and the intensity of 

urban development [6], [7]. 
Yogyakarta is a city experiencing development activities. 

The city is well-known as Indonesia's primary destination for 

education and cultural exchange to achieve high levels of 

physical development. Investors in the trade and hospitality 

sectors are drawn to Yogyakarta because of its desirability. 

From an economic point of view, it has a positive impact on 

Yogyakarta. of Yogyakarta’s Gross Domestic Product (GDP), 

the hospitality sector contributed 24.88%. 

The positive impact of the development of the hotel sector 

in Yogyakarta cannot be separated from the negative impact. 

There are many complaints from the people of Yogyakarta 

against the rampant development of hotels and malls. The 
hallmark of Yogyakarta as a student city is that it is closed with 

many facilities that support fashion compared to learning 

facilities. Coupled with the negative impacts such as traffic 
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congestion, hot weather that causes temperature changes, 

decreased groundwater absorption, decreased turnover of 

small actors, and marginalization of local architecture [8]. 

Thus, it is necessary to research to determine the public's 

perception of the influence of development. This can create 

government or related agencies input to take policies on 

sustainable development [9], [10]. Detecting the biggest 

impact to the smallest impact using data mining is an effective 

way [11]. The mining of information is used to find and 

analyze modern data that will exist in information and 

summarize what comes about as valuable information. There 
are numerous exceptional ponders on information mining 

within the regions of clustering, affiliation rules, classification, 

strife examination, etc. [12]–[15]. The field of information 

mining that concerned with applications. To attain the inquire 

about objective, two strategies based on harsh set hypothesis 

are utilized: MDA and MSMD. The MDA strategy is utilized 

to positioning the reliance degrees of quality and select the 

foremost critical property or features [16]. Besides, the MSMD 

is a clustering method utilized to gather the information chosen 

for the lesson with comparative attributes [17]. Attributes 

selection, distinguishing the foremost powerful property, and 
gathering the information may the police maker to plan the 

right mediation and take quick activity to make strides the 

quality of the social environment. 

II. MATERIAL AND METHODS 

A. MDA 

MDA is a rough set-based technique for ranking each 

attribute's dependency concerning the other attributes by 

Herawan et al [18]. It uses an attribute's reliance by selecting 

the attribute with the highest dependency among all others.  
The MDA technique has three steps: convert the data into the 

equivalence classes of an attribute, compute the degree of 

dependency attribute and select the highest one [18]–[20].  An 

equivalence relation can induce a unique partition. The 

indistinguishable relationship indicated IND is the starting 

point for structuring partitions ������.  Let ��	, �, �, 
� is 

an information system,  �, � ∈ 	   and attribute � ⊆ �  is ������ ⟺ 
��, �� = 
��, ��, ∀�∈ �. The equivalence class 	/� is the partition of U by ������ and the 	/�  contains � ∈ 	   is denoted ���� ,  Let � ⊆ 	 , The positive 

region���� = {� ∈ �|���� ⊆ �} is the lower approximation. 

Then, the degree dependency �  on    where  , � ⊆�,  ⟹" � is defined as # = $%&'|	| , 0 ≤ # ≤ 1, 
$%&' = +, ���,

-∈./
 

B. The multi soft set multivariate distribution function 

The data is analyzed using the clustering technique based 
on a multi soft set (MSMD). The technique uses a 

multinomial distribution function to find the highest 

probability and multi soft set based on decomposing the data 

into several sets with similar values.  

Let � = �	, �, �, 
�  be a categorical-valued information 

system, where 	 = {01, 02, … , 	4} is a finite set of instance, � = {�1, �2, … �5} is a finite set of the attribute, � is values 

set of each attribute � , 
  is mapping function 
: �	, �� →� and � = 8	, �9 , ��: , 
;, < = 1,2, ⋯ , |�| Boolean-valued 

information system, it can be decomposed to be multi-

Boolean information system as � = �	, �, �, 
�
=

⎩⎪⎨
⎪⎧ �1 = 8	, �1, �{C,1}, 
; ⟺ �D, �1��2 = 8	, �2, �{C,1}, 
; ⟺ �D, �2�⋮ = F�D, �1�, �D, �2�, ⋯ , 8D, �|G|;H�|G| = 8	, �|G|, �{C,1}, 
; ⟺ �D, �|G|�

 

Then, �D, I� = F�D, �1�, �D, �2�, ⋯ , 8D, �|G|;H  is a multi 

soft set over universe U that represents a categorical-valued 

information system. � = �	, �, �, 
�.  

 

The multivariate multinomial distribution of multi soft set 
can be defined as is defined as: 

J��<K<LM O'PQ�L, R� = + + L9"
S

"T1
|.|
9T1 + + lnFR"WXY: HZ[,�\]Z|�\|

XT1
|G|

WT1  

Subject to  

+ L9" = 1, 
%^ < = 1,2, … , |	|.S
"T1  

+ R"WX
,�\,
XT1 = 1. 

The maximization of the objective function O'PQ�L, R� can 

be obtained by updating the equation as follows: R"WX = ∑ L9"�09�Y:∈8[,�\];|	|  

L9" = `1 <
 + ln R"WXY:
|G|

WT1 = max1d"edS + ln R"fWXY:
|G|

WT10 %gℎM^i<&M  

where 	 = {01, 02, … , 	4} is finite set of instances, � ={�1, �2, … �5}  is finite set of attributes. �D, I� =F�D, �1�, �D, �2�, ⋯ , 8D, �|G|;H can be defined as a multi soft 

set over universe 	 as in [21], where �D, �1�, ⋯ , 8D, �|G|; ⊆�D, �� and FD, �W1H , ⋯ , jD, �W ,�\,k ⊆ 8D, �W;. 
 
The MSMD algorithm is shown in algorithm 1.  

Step 1. Fix 2 ≤ l ≤ |	| and fix m > 0 and Max iter. 

Give initials L9"�C�
 and let g = 1. 

Step 2. Compute R"WX�op�
 with L9"�opq1�

 

Step 3. Update L9"�op�
 with R"WX�op�

 

Step 4. Compare L9"�op�
 to L9"�opq1�

 in a convenient norm 

IF ||L9"�op� − L9"�opq1�|| < m  

or <g = Maximum iteration set, THEN Stop 

ELSE <g = <g + 1 and return to Step 2.  

Algorithm 1. The MSMD algorithm 
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III. RESULTS AND DISCUSSION  

A. Analysis and Data Description 

The poll collected data from 400 people, including 224 

girls and 176 males from 14 different districts. The 

respondents react to the question on their perceptions of 

environmental impact in terms of physical and chemical 

aspects and economic aspects. In the Cronbach alpha test, the 

data has a reliability value of 0.953. Table 1 shows the data 
set's description. 

TABLE I 

DATA DESCRIPTION 

Data and Description Attribute  

Physic and chemical 
aspects 

Attributes: 10 
Mean: 16 
SD: 2.67 

PC1: Quantity of water 
PC2: Quality of water 
PC3: Level of water absorption  
PC4: Temperature 
PC5: Level of air pollution  
PC6: Climate 
PC7:  Level of noise   
PC 8: Land use 

PC 9: Public Facilities availability 
Economic aspect 

Attributes:  9 
Mean: 25 
SD: 2.95 

Eco 1: Immigration 
Eco 2: Employment Rate 
Eco 3: ESD 
Eco 4: Income 
Eco5: Expenditure 
Eco 6: Occupation shift 
Eco 7: open wellbeing 

Eco 8: Instructive office 
Eco 9: Devout office 
Eco 10: Wellbeing care facility 

 

The goal of this study is to classify cities with similar 

environmental impacts. The procedure is divided into two 

stages. To begin, the most important attribute in the dataset 

was chosen by ranking the degree dependency using the MDA 

technique. Excluded attributes with a lower degree of reliance 
minimize the dataset's size. The smaller dataset is then 

clustered using the clustering technique. This can assist the 

police maker in designing the appropriate solution and take 

immediate action to improve the quality of the social 

environment. 

B. Attribute Selection Using MDA 

Nine qualities make up the physical and chemical aspects, 

with a mean of 25 and a standard deviation of 2.95. Table 2 

shows the degree of dependency. Table 2 shows that the 
qualities PC3, PC4, PC6, PC7, PC8, and PC9 have the least 

amount of dependency. Thus, they are omitted from the future 

phases, leaving just PC1, PC2, and PC5. Furthermore, there is 

a heavy reliance on PC2, which is water quality as an 

important criterion. 

The economic element has 10 features with a mean of 12 

and a standard deviation of 1.59. Table 3 shows the degree of 

dependency. The highest features are Eco1 (immigration), 

which refers to the movement of people from outside the city 

of Yogyakarta, and Eco2 (Employee absorption). Because the 

qualities Eco3, Eco7, Eco8, and Eco10 have less reliance, 
they are eliminated from the next step, leaving only Eco1, 

Eco2, Eco4, Eco5, and Eco6. As a result, the selected qualities, 

namely PC1, PC2, PC5 in the physical and chemical aspects, 

and Eco1, Eco2, Eco4, Eco5, Ec6 in the economic aspect, 

have been grouped as a subset of the data. It is utilized as 

primary data to cluster the influence of the area using 

clustering techniques. 

TABLE II 
DEGREE DEPENDENCY 

Physic and chemical 

aspects 

Economic aspect 

 

Degree of 

dependency 

1stDegree of 

dependency 

2ndDegree of 

dependency 

PC1: 0.0075 
PC2: 0.0475 
PC3: 0.0025 
PC4:0.0025 
PC5: 0.0075 

PC6: 0.0025 
PC7: 0.0025 
PC8: 0.0025 
PC9: 0.0025 

Eco1: 1 
Eco2: 1 
Eco3: 0 
Eco4: 1 
Eco5:1 

Eco6:0.015 
Eco7: 0 
Eco8: 0 
Eco9:0 
Eco10:0 

Eco1:0.01 
Eco2:0.01 
Eco3:0 
Eco4:0 
Eco5:0 

Eco6:0 
Eco7:0 
Eco8:0 
Eco9:0 
Eco10:0 

TABLE III 

RESPONSE TIME 

Technique Fuzzy 

Centroid 

Fuzzy K 

partition 

MSMD 

Average of time 
response 
(second) 

8.9582 24.0682 0.0896 

 
Fig. 1 The Dunn index respect to the set number of clusters (2-100) 

 
Fig. 2 The number of clusters created by techniques versus the setting number 

of clusters (2-100) 
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Fig. 3 The pie chart of cluster scatter of each district  

 

TABLE IV 
CLUSTER RESULTS 

Clusters Average of 

sum impact 

Category of 

impact 

Number of 

members 

C1 15.93 Very Low 129 
C2 16.87 Low 49 
C3 17.05 Medium 36 
C4 18.30 High 89 
C5 19.41 Very High 97 

Total 400 

C. Cluster Analysis Using Multi soft Multivariate 

Distribution Based 

The technique called multi soft multivariate distribution 

(MSMD) based is using to cluster the data. The technique is 

compared first with the baseline technique, i.e., fuzzy centroid 

and fuzzy k-partition, to show the performance. The 

clustering result is analyzed using Dunn Index and stability 

testing to determine the desired number of clusters. The time 

response is also recorded to show the time processing the data. 
In the clustering phase, the variation number of clusters is two 

until 100. The experiment is run using MATLAB software on 

an I5 core CPU with 8Gb of RAM. Table IV shows the 

average response time. MSMD has the fastest processing than 

the other technique, i.e., 0.0896 seconds. Figure 1 shows the 

Dunn index versus the increasing number of clusters. It 

illustrates the stability of the MSMD technique to 

performance the cluster in terms of Dunn index by an 

increasing number of clusters. It is also supported by 

generating a number of clusters of each technique when the 

number of clusters is determined to increase. It can be shown 

in figure 2. The MSMD can maintain by creating a number of 
the cluster itself. Meanwhile, the baseline technique follows 

by creating the number of the cluster under the determined 

number of clusters or falling to a single number of  

clusters. Thus, the MSMD is the desirable technique than the 

other to analyze the environmental impact data set.   

As in Figure 1, the Dunn index of MSMD is consistent on 

a number of clusters 2-100.  to divide the data into several 

levels of impact, therefore the cluster is determined to be 5 

clusters (category of impact). The cluster results are 

summarized in Table V. The greatest number of member 

clusters is cluster 1 (very low impact) with 32.25 % of total 

data, following cluster 5 (Very High impact) with 24.25 % of 

total data. The district with the most extremely high impact is 

districts 6, 7, 10, and 11. The district with the highest impact 

in districts 2, 12, 13, and 14. The distribution of each district 

can be seen in figure 3. 1,2,3,4,5,8 

IV. CONCLUSIONS 

This paper studies the use of the methods to cluster the 

environment affect dataset. The procedure includes two-stage, 

i.e., highlight determination based on the most extreme 

reliance quality and clustering utilizing MSMD procedure 

based on multi delicate set and multinomial dispersion work. 

The convenience of the procedure has been illustrated as a try 

comes about by comparing with the standard method. The 
result appears that the MSDM is more alluring in terms of the 

solidness based on Dunn record, Rank record, and timely 

reaction. Two perspectives of environment effect taken from 

fourteen area datasets are utilized to utilize both methods. The 

information is separated into 5 clusters as the level of effect. 

The conveyance of each locale is shown that can be utilized 

to create a suggestion to progress the quality of the social 

environment. 
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