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Abstract— Diabetes in Indonesia has been perceived as a grave health problem and has been a concern since the early 1980’s [2]. The 

prevalence of diabetes in adults in Indonesia, as stated by IDF, was 6.2% with the total case amounting to 10.681.400. Moreover, 

Indonesia is also in the top ten global countries with the highest diabetes case in 2013. This research will investigate the role of Deep 

Belief Network (DBN) and NeuroEvolution of Augmenting Topology (NEAT) in solving regression problems in detecting diabetes. DBN 

works by processing the data in unsupervised network architectures. The algorithm puts Restricted Boltzmann Machines (RBM) into 

a stacked process. The output of the first RBM will be the input for the next RBM. On the other hand, the NEAT algorithm works by 

investigating the neural network architecture and evaluating the architecture using a multi-layer perceptron algorithm. Collaboration 

with a Genetic Algorithm in NEAT is the key process in architecture development. The research results showed that DBN could be 

utilized as the initial weight for Backpropagation Neural Network at 22.61% on average. On the other hand, the NEAT algorithm could 

be used by collaborating with a multi-layer perceptron to solve this regression problem by providing 74.5% confidence. This work also 

reveals potential works in the future by combining the Backpropagation algorithm with NEAT as an evaluation function and by 

combining it with DBN algorithms to process the produced initial weight. 
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I. INTRODUCTION 

The International Diabetes Federation (IDF) in IDF 

Diabetes Atlas Ninth Edition 2019 stated that the mortality 

rate caused by diabetes reached 4.2 million, and 

approximately 463 million adults between 20 and 79 years old 

lived with diabetes worldwide [1]. Diabetes in Indonesia has 

also been perceived as a grave health problem and has been a 
concern since the early 1980’s [2]. The prevalence of diabetes 

in adults in Indonesia, as stated by IDF, was 6.2%, with a total 

of 10,681,400 cases. There was also an increase, though 

insignificant, in the total case of diabetes from 1980 to 2014. 

Moreover, Indonesia was also in the top ten global countries 

with the highest number of diabetes cases in 2013. Infodatin, 

the Center of Data and Information of the Ministry of Health 

of the Republic of Indonesia, in Simulasi dan Analisis 

Diabetes (Diabetes Simulation and Analysis) on 14 

November 2014 recommended that raising people’s 

awareness by doing an early detection and counseling is one 
of the ways to control diabetes. This awareness can be 

promoted by giving people a tool to detect their conditions by 

utilizing the Artificial Neural Network (ANN) algorithms, 

namely Deep Belief Network (DBN) and NeuroEvolution of 

Augmenting Topologies (NEAT). DBN and NEAT have 

different ways to solve regression problems. DBN provides 

more layers, whereas NEAT focuses on the ANN 

architecture. Both have been proven to be successful to solve 

many regression problems [3], [4]. 

DBN is a hierarchical generative model that is used for 

feature extraction. One of the reasons this algorithm can be 

used to detect diabetes is its capability to map high-variety 

functions. Besides, this algorithm can overcome the 
limitations of the Backpropagation (BP) algorithm, 

particularly regarding its difficulties to optimize the weights 

in a network with many layers, its problem of being stuck in 

a local optimum, and its requirement of labeled training data 

[5]. DBN uses unsupervised learning to create layers of 

features that would model the input data structure without 

using information about the required output [5]. DBN has 

been used in traffic flow prediction [6] and intrusion detection 

with high accuracy [7]. DBN has also been used in health-

based research, mostly for processing medical images [8], [9]. 
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On the other hand, NEAT works by generating many 

architectures to adapt to regression problems. NEAT is a 

combination of ANN and Genetic algorithms. This 

combination offers an advantage of utilizing the structure to 

minimize the dimension of the connection weights search 

[10]. NEAT starts with a simple and random formation of a 

network topology initially and only adds the complexity when 

needed. In this paper, we investigated the role and process by 

which DBN and NEAT algorithms solve regression problems 

in the health sector.  

II. MATERIAL AND METHOD 

1) Diabetes Dataset  

The dataset was from the University of California, Irvine 

(UCI) entitled “Pima Indians Diabetes Database.” There were 

774 records on the dataset [11]. Below are the attributes to 

detect a diabetes case in the dataset:  

1) The number of pregnancies: During pregnancy, the 

body undergoes hormonal changes because the placenta 

produces hormones such as progesterone and growth 
hormones. This can cause an upsurge in insulin resistance, 

which causes an increase in blood sugar levels [12]. This type 

of diabetes is called gestational diabetes. 

2) Plasma glucose concentration: Plasma glucose can be 
used to detect diabetes mellitus in a person [13]. The unit used 

to measure plasma glucose concentration is mmol/L. 

3) Diastolic blood pressure: Diastolic blood pressure is 

the blood pressure at the time when the heart is at a period of 

relaxation, which is when it is filled with blood. The 

measurement unit is millimeters of mercury (mm Hg). 

Hypertension, a condition when the diastolic blood pressure 

is above the normal range of 80 mm Hg, can cause cells to be 
insulin insensitive, and thus disturbing the blood sugar level 

[14]. 

4) Triceps skinfold thickness: The thickness of the triceps 
skinfold is an attribute of diabetes because almost half of the 

fat in the body is stored under the skin [15]. It is measured 

using a skinfold caliper, and the unit of measurement in 

millimeters (mm).  

5) Insulin serum (μIU/mL): Prediabetes diagnosis and 

risk of diabetes development can be done by testing the 

insulin serum level [16]. 

6) Body Mass Index: The Body Mass Index (BMI) is 
calculated by dividing the weight by the square of a person's 

height. The unit of measurement is kg/m2. A person with a 

high BMI will also have a high level of leptin hormone. Leptin 

regulates fat storage in the body. An increase in leptin causes 

insulin resistance, where glucose cannot be taken by cells and 

stays in the blood. This increases the blood sugar level [17]. 

7) Diabetes pedigree function: This function shows the 

likelihood of diabetes based on family history, hence making 

it an unchangeable factor because it is carried genetically [18]. 

8) Age (years): A person over 45 years old has an 

increased risk of diabetes. At this age, there is a decline in the 
body’s function for glucose metabolism [19]. 

The data from UCI were in the form of decimal numbers. 

In the process, these data were rounded off into integer 

numbers. These integer numbers were then converted into 

binary numbers before processing further. Both algorithms 

had input with the same format. 

2) Deep Belief Network for Data Regression 

DBN is a neural network algorithm in the category of 

unsupervised learning.  First developed by Hinton et al. [19], 
this algorithm is a stack of Restricted Boltzmann Machines 

(RBM). DBN is primarily applied to unsupervised 

classification cases such as clustering [20]. It also works well 

in developing applications with unstructured data such as 

medical imaging [10], [20]. 

DBN can be applied to regression cases of structured data 

with certain adaptations. Lin developed DBN by combining it 

with genetic algorithms as the variable determiner, which 

improved its accuracy [21]. Xu et al. was also successful in 

adapting by combining DBN with Support Vector, which 

decreased errors and increased accuracy [22]. On the other 
hand, Ouyang combined DBN with the Copula Model to 

deliver a good performance [23]. 

Deep Belief Network is a new deep learning algorithm with 

a structure composed of several layers of Restricted-

Boltzmann Machines (RBM). An RBM consists of a visible 

layer and a hidden layer in which the nodes in each layer are 

called visible units ( ) and hidden units ( ) as shown in 
Fig 2.1. These layers are then stacked on top of one another 

because RBM by itself is limited in what it can represent [19] 

to create a network capable of gradually extracting and 

refining sophisticated and invariant features from the original 

raw input data [24]. Each RBM receives an input from the 

previous layer, and its output becomes an input for the next 
layer [25]. The training process of DBN starts from the lower-

level RBM, which then progressively moves up to the higher-

level layer of RBM that contains the DBN output. 
 

 
Fig. 1 RBM architecture 

 

 
Fig. 2 DBN architecture 
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The number of layers in DBN can be increased greedily 

[26]. Each new layer that is stacked on top of the DBN will 

generate an output of the previous layer and extract the top-

level dependencies between the original input variables. As a 

result, it would improve the network’s capability to catch the 

underlying regularities in the data. We could also create a 

classification model by inserting an additional layer to the 

unsupervised pre-training DBN, and the network that is 

generated will then be fine-tuned. The Backpropagation 

algorithm can be used in the fine-tuning phase, where each 

weight value is changed to give the best results [27, 28]. 
The training phase of this network is as follows: 

1) Set the visible layer values with the values of the 

binarized features.  

2) Do pre-training for each RBM with a greedy learning 
algorithm [29] to find the hidden states value and positive 

association. This phase is called the positive phase, which 

uses the formula shown below. 

 Calculate the hidden probability. 

 ��ℎ� = 1 � 	) =  �( +  ∑ �����)�  (1) 

where: 

��ℎ� = 1 � 	) is the hidden probability. 

� is the index that denotes the input unit 

j is the index that denotes the hidden unit 

 is the bias. 

�� is the input value 

�� is the weight value. 

 Calculate the hidden states. If the hidden probability is 

greater than the random value (from 0-1) then the 

hidden state value is 1; else, it is 0. 

 Calculate the positive association value by doing the 

dot product between the input data and the hidden 

states. 

 � � =  ∑ ������  (2) 

where: 

� � is the positive association. 

��� is the hidden states. 

� is the index that denotes the visible unit 

�� is the visible units. 

3) Reconstruct the visible layer by doing the negative 

phase, which is similar to the positive phase. 

 Calculate visible probability by using the same 

calculation as a hidden probability. The difference is 

that this calculation uses the hidden states instead of 

the input value. 

 Calculate the visible states by using random values to 

determine the state. 

 Calculate the hidden probability using the same 

calculation as that in the positive phase, except that 

the visible states are used instead of the input value. 

 Calculate the hidden states by using a random value to 

determine the state. 

 Calculate the negative association using a similar 
calculation to the positive association, except that the 

newest hidden states are now used. 

 

 

4) Update the weight values using this formula. 

 ��� =  ��� + ����ℎ� = 1 � 	� −  �(�� = 1 | �)) (3) 

where  � is a learning rate that we multiply with the 
positive and negative values and then added to the 

initial weight value. 

5) Repeat all the processes until the threshold value is 

obtained. 

6) Each layer takes the output of the previous layer as the 
input for the next layer. For instance, we use the first hidden 

layer values as the input for the second hidden layer, and so 

on. 

Transpose the weight for each next RBM. This step ends 

up providing weights for each layer, and the weights are 

dedicated to the output cluster. Meanwhile, the output clusters 

are different from the targeted output. The targeted output is 

a variable that concludes whether a record is categorized as a 

diabetic case or not. 

3) Neat for Solving Regression Problem 

N NeuroEvolution (NE) is a method that develops the ANN 

algorithms with Genetic algorithms [10]. A topology must 

first be chosen in the traditional NE approach before an 

experiment can be carried out. A network topology usually 

has one hidden layer where each neuron is connected to each 

input and output node. This is to optimize the connection 

weights, which determine the network’s functionalities. 

Topology and the network structure can affect the 

effectiveness of learning. 

NEAT has been used for various applications, especially 

for regression problems. It has been noted that NEAT 
performs better in distressed financial case detection than 

AdaBoost algorithm and Discriminant Analysis [30]. Some 

research using NEAT has been done to solve everyday 

problems such as health, digital games, and modeling. In 

particular, NEAT was applied to diagnose breast cancer [31]. 

This research compared the NEAT algorithm with 

Backpropagation Neural Network (BNN). The result showed 

different accuracy mean and standard deviation of the two 

algorithms. NEAT had an accuracy mean and standard 

deviation of 98.5 ± 0.004, while BNN 95.3±1.425. Another 

research used the NEAT algorithm for agent-based 

evacuation simulation to study the pedestrian dynamics and 
learning process [32]. NEAT identified the correct fitness 

function, allowing the agents to learn the simulated 

environment independently. The research showed that the 

agents managed to complete their tasks successfully. 

In developing ANN, NEAT employs an effective idea, i.e., 

starting off with a minimal, simple topology, which evolves 

to be more complex in the following generations like 

organisms in the nature [33]. The growing complexity of the 

NEAT structures strengthens the analogy between genetic 

algorithms and natural evolution. In the evolution process of 

an ANN topology, the complexity is added when it is needed. 
The evolution of the topology and weight of an ANN network 

can improve the performance of neuroevolution [10]. Thus, 

ANN in NEAT works fast. The procedures in NEAT 

algorithm are similar to that of a genetic algorithm but with 

the adaptation of the ANN network structure. 
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1) Initialization of the Architecture: The network’s 

architecture is initialized by determining the number of nodes 

needed in the hidden layer and the weight value. The weight 

value is determined by randomly attempting every possibility 

without any learning phase. The fitness value in each solution 

is acquired by training the architecture, then calculating the 

accuracy rate of the architecture. 

2) Crossover of the Architecture: In the crossover 

process, individuals are chosen to become parents by the 

roulette wheel selection. Genes with the same innovation 

number can be processed immediately. However, if one 
parent has more genes than the other, the extra gene will be 

carried by the child. The crossover process will select the edge 

weight of one parent to be set on the child’s architecture 

which is the copy of the other parent’s architecture. 

3) Mutation: Mutation in the NEAT architecture can be 
carried out in two ways: either adding the nodes or adding the 

connection. Mutation by adding the connection is done by 

adding a connection (a line) between two nodes in different 

layers. Mutation by adding a node, on the other hand, is done 

by searching a connection that connects two nodes. Based on 

that connection, it adds or subtracts one new element in the 
array node containing one new node and two new nodes.  

4) Calculating the Fitness Value in NEAT: The 
calculation of the fitness value in each solution, which in this 

case is the architecture, is done by training and evaluating 

using the multi-layer perceptron (MLP) algorithm. The 

accuracy value obtained in the architecture will then be used 

as the fitness value. On the MLP calculation, the threshold 

binary equation used is shown below. 

 � = ∑ ���� + �
��  (4) 

where: 

� is the incremental variable to denote the input nodes 

��is the diabetes variable used 

�� is the weight value of  that is randomly initialized 

 is the bias. 

If there is a difference with the target value, then the next 

weight value will be evaluated using these equations. 

 ∆� = �� + � (5) 

 ∆ =  + "# (6) 

where: 

" is the learning rate. 

After the training phase, the evaluation process is 

conducted for every node. Every output value (y) that 

corresponds to the target value will become the fitness value 

of the ANN architecture. 

III. RESULTS AND DISCUSSION 

A. Neat Accuracy result on Dataset 

To examine the consistency of the accuracy rate, this 

research tested the algorithm 5 times. Each test was done by 

generating 10 individuals with 50 maximum epochs and 50 

iterations for the architecture evolution. The graphs in Fig. 3 

show the test results where the x-axis is the number of 

iterations, and the y-axis is the best fitness value of each 

iteration. The graphs show 3 examples of developing graphs 

from 10 trial results. The 0th iteration was the process of 

assigning a fitness value that preceded the architecture 

evolution. There was a drastic increase in the initial state of 

all the five graphs, which then continued with a gradual 

increase until it reached a convergence point. For example, 

the best fitness value in the 0th iteration of the first graph in 

Figure 3 was 66.66%, which then increased in the 1st iteration 

to 68.91%. The fitness value became 68.92% in the 2nd 

iteration and kept increasing until the 12th iteration. The graph 

remained constant from the 13th iteration to the 42nd iteration 

with a fitness value of 70.03%. Finally, in the 43rd until 50th 

iteration, the fitness value became 70.41%. 
 

 

 

 
Fig. 3 Best fitness value graphs 

TABLE I 

BEST FITNESS VALUE PER TESTING 

Testing Fitness (%) 

1 70.41 

2 71.91 

3 74.53 

4 73.40 

5 72.28 

6 71.161 

7 71.161 

8 71.91 

9 71.91 

10 71.16 

Avg 71.9832 
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Based on the 10 tests that were carried out, the highest 

fitness value was 74.53%, the lowest value was 70.41%, and 

the average value was 71.9832% as seen in Table 1. 

B. DBN Result on Diabetes Dataset 

The testing process was divided into two sections: the error 

evaluation process and the accuracy evaluation process using 

the backpropagation evaluation function. The error results in 

the training part of DBN for each layer that represented the 
output were: 0.3753481, 0.0012443, 0.0031215, 6.21e-05, 

2.05e-05, 0.0047576, and 0.0004884, as shown by the graph 

in Fig 4.4. 

 

 
Fig. 4 DBN error rate graph 

 

After the training process, the evaluation phase was then 
carried out, which is an accuracy evaluation from evaluating 

function in the Backpropagation algorithm. Based on the 

evaluation result, a comparison between random and 0 weight 

values is provided. Table II shows twenty prediction accuracy 

experiments using the Backpropagation Evaluation function.  

TABLE II 
ACCURACY RESULTS PER EVALUATION 

Test 

Accuracy with DBN-

initialized weight 

values 

Accuracy with 0 

weight values 

Accuracy with 

random weight 

values 

1 18.994 % 0.0 % 0.0 % 

2 25.698 % 0.0 % 0.0 % 

3 18.063 % 0.0 % 0.0 % 

4 17.877 % 0.0 % 0.0 % 

5 22.905 % 0.0 % 0.0 % 

6 28.678 % 0.0 % 0.0 % 

7 17.877 % 0.0 % 0.0 % 

8 26.071 % 0.0 % 0.0 % 

9 19.367 % 0.0 % 0.0 % 

10 19.367 % 0.0 % 0.0 % 

11 20.484 % 0.0 % 0.0 % 

12 28.119 % 0.0 % 0.0 % 

13 18.063 % 0.0 % 0.0 % 

14 34.823 % 0.0 % 0.0 % 

15 20.298 % 0.0 % 0.0 % 

16 25.698 % 0.0 % 0.0 % 

17 27.002 % 0.0 % 0.0 % 

18 19.367 % 0.0 % 0.0 % 

19 21.601 % 0.0 % 0.0 % 

20 21.974 % 0.0 % 0.0 % 

Avg 22.616 % 0.0 % 0.0 % 

 

This table shows the results or comparison when using the 

weight from the DBN result, a random weight, and 0 weight 

as the initial weight using 4 classes as output. As shown in the 

table, the random and 0 weight values did not provide 

accurate values. Meanwhile, implementing DBN from the 

stacked RBM provided the highest accuracy value, i.e., 

34.8%. This accuracy value was quite low because DBN 

algorithm was used for clustering purposes, where the number 

of clusters was the same as the number of target solutions. 

Despite the low accuracy value, the weight values generated 

greatly could be used as the initial weights for the 
Backpropagation algorithm. 

IV. CONCLUSION 

Through the design, implementation, and testing of DBN 

and NEAT, we could compare the roles of both algorithms in 

detecting diabetes. This research used 8 variables to detect 

diabetes, namely the number of pregnancies, plasma glucose 

concentration, diastolic blood pressure, triceps skinfold 
thickness, insulin serum, body mass index, diabetes pedigree 

function, and age. 

The DBN Algorithm could not be utilized directly to detect 

diabetes due to its unsupervised behavior, and based on the 

experiment, its highest accuracy was only 34.823%. 

However, this algorithm can be converted into a supervised 

case to improve its accuracy by continuing its computation 

using a backpropagation algorithm. This highest accuracy 

will be helpful to be used as the initial weight value and 

performs better against a random or 0 value weight which 

only resulted in 0% accuracy when tested using the 

backpropagation evaluation function in the initial state. 
On the other hand, The Neat algorithm could be used 

directly to detect diabetes by exploring the ANN architecture 

through genetics algorithm and by providing a fitness 

calculation with multi-layer perceptron function. The 

crossover and mutation processes in Genetics Algorithm 

cause the ANN architecture to evolve, and the multi-layer 

perceptron algorithm will fill the weight of ANN. The 

experiment was performed 10 times and resulted in an 

average accuracy of 72.506% and a maximum accuracy of 

74.53%. 

This research could be further developed concerning both 
algorithms. An investigation on DBN could be focused on 

implementing multi-layer backpropagation and utilizing the 

initial weight provided by DBN. Future research on NEAT 

could focus on developing the algorithm for determining the 

fitness score. Backpropagation could substitute the multi-

layer perceptron because it has a backward process to evaluate 

the weight, leading to higher accuracy. Due to the importance 

of network topology on the fitness score, the crossover 

strategy also needs to be investigated. 
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