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Abstract—In day-to-day life, machine learning and deep learning plays a vital role in healthcare applications to predict various 

diseases such as cancer, heart attack, mental problem, Parkinson, etc. Among these diseases, cancer is the life-threatening disease 

that leads a human being to death. The primary aim of this study is to provide a quick overview of various cancers and provides a 

comprehensive overview of machine learning and deep learning techniques in the detection and classification of several types of 

cancers. The significance of machine learning and deep learning in detecting various cancers using medical images were concentrated 

in this study. It also discusses various machine learning and deep learning algorithms that lead to accurate classification of medical 

images, early diagnosis, and immediate treatment for the patients and explores the methodologies which has been used to predict the 
cancer with the help of low dose computer tomography to reduce cancer related deaths. As the study narrows down the research into 

lung cancer, it combats the findings limitations in lung cancer detection models and highlights the need for a deep study of novel 

cancer detection algorithms. In addition, the review also finds the role of setting up data in lung cancer and the potential of genetic 

markers in stabilizing the accuracy of machine learning models. Overall, this study gives valuable suggestions to achieve more 

accuracy in cancer detection and classification using machine learning and deep learning techniques. 
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I. INTRODUCTION

Cancer has grown to be a serious public health concern and a 
silent killer of millions of people worldwide. It was determined 
that 14,61,427 cancer cases occurred in India in 2022. In India, 
around one in nine individuals will encounter cancer at some 
point in their lives[1]. With an expected ten million deaths in 
2020, cancer was ranked as the second largest mortality rate in 
the World Health Organization's survey report [2] and more 
than 100 kinds of cancer according to its characteristics. The 
most common categories of cancer are (1) Bladder cancer, (2) 
Breast Cancer, (3) Colorectal Cancer, (4) Kidney Cancer, (5) 
Lung Cancer, (6) Lymphoma, (7) Pancreatic Cancer, (8) 

Prostate Cancer, (9) Skin cancer and (10) Uterine cancer[3]. Fig. 
1 depicts the number of persons pretentious by diverse cancer 
categories as per the facts. 

Fig. 1  Number of persons pretentious by diverse cancer categories 
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The number of American deaths from cancer is predicted to 
be 609,820 in 2023. There are 127,070 predicted deaths from 
lung and bronchus cancer, making it the disease with the highest 
death toll in US. Fig. 2 displays the original cancer cases and 
cancer demises in 2023[4]. 

 

 
Fig. 2  Number of new cancer cases and cancer deaths in 2023 

 

Our study is going to have a detailed erudition of five cancers 
such as (1) Breast cancer, (2) Brain tumor, (3) Cervical cancer 
(4) Skin cancer and (5) lung cancer. As our research is going to 
concentrate on the most prevalent cancer called “Lung Cancer", 
more detailed studies about lung cancer are done in this study. 
In the US in 2023, there were 2,38,240 cases reported of lung 
cancer and 1,27,070 deaths due to lung cancer. To test the 
abnormalities in the lungs, various tests such as Computed 
Tomography and mammography have been conducted. The 
captured images are analyzed using recent technologies such as 
Computed Tomography (CT)[5], Neural Networks, Machine 
Learning (ML)[6], and Deep Learning (DL)[7] for the 
classification of different cancers. 

Traditional methods of lung cancer categorization use a 
visual assessment of imaging studies with radiologists using 
criteria relating to tumor features such as extent, figure, and 
position to determine the cancer type and stage. However, such 
procedures are susceptible to subjective bias and may result in 
variations in interpretations between observers.  In response to 
these problems, machine learning algorithms have emerged, 
aided by improvements in artificial intelligence (AI), to 
systematize the interpretation of medical imaging for lung 
cancer uncovering. These AI-powered technologies provide a 
more uniform and rigorous approach to classification, 
improving the accuracy and reliability of lung cancer diagnosis. 
The following points emphasize the benefits provided by AI in 
this context: (1) AI systems provide consistent picture analysis, 
decreasing the subjective turbulence associated with human 
interpretation, (2) Accurately classify medical images by 
detecting minute features and patterns that humans may 
overlook, (3) Automated systems evaluate large volumes of data 
quickly, which results in faster diagnosis and treatment. (4) 
Machine learning models improve with more information, 
resulting in more accurate classifications, (5) AI can help 
anticipate treatment outcomes, leading to more individualized 

patient care, and (6) Methods may help researchers uncover 
unusual imaging variables and understand complex biological 
interactions in cancer. Thus, using AI in lung cancer 
classification is a significant step forward, providing more 
objective, precise, and efficient diagnostic capabilities. Such 
developments help medical professionals make more educated 
treatment decisions, leading to better results for patients with 
lung cancer [8]. Numerous research has been undertaken on 
lung cancer, with a focus on the different models used for early 
diagnosis. However, a more in-depth review of these studies 
demonstrates numerous research gaps. 

 This study examines the current state of cancer detection 
models, which serve as essential for researchers and 
presents an overview of the various cancer detection 
methods presently in use. 

 This study analyzes the cancer detection algorithms such 
that the pros and cons of the algorithms can be understood 
before integrating them into current frameworks and 
concentrating on the lung cancer detection model as a 
priority. As a result, this review study is unbelievably 
valuable for researchers working on various cancer 
detection models.  

The paper is organized as below: Section II discusses 
materials and methods that reviews the detection and 
classification using ML and DL in health care and explain five 
cancers such as (1) Breast Cancer, (2) Skin Cancer, (3) Brain 
Tumor, (4) Cervical Cancer, and (5) Lung Cancer. Section III 
describes results and discussions that cover the limitations in 
existing systems and discussions. Finally, section IV concludes 
the study with a conclusion. 

II. MATERIALS AND METHOD  

A. Detection and Classification Using Machine Learning and 

Deep Learning in Health Care 

ML includes various types of models and algorithms to bring 
out solutions for various problems [9]. Many of the machine 
learning models are not multi-layered; thus, the image 
preprocessing and the data segmentations are done before 
feeding into the models[10]. As multi-layered algorithms are 
not widely available, the procedure of data pre-processing is 
becoming hectic to make the perfect predictions and to eradicate 
the over and underfitting of the prepared dataset. DL is one the 
main forms of ML that employs multi-layered neural networks 
to increase accurate prediction where the multi-layered 
networks can learn by themselves, recognize, and comprehend 
from data [11]. Machine learning has wide applications in 
healthcare such as (1) Electronic Health care [12], (2) 
Geonomics [13], and (3) Data Imaging [14]. Medical imaging 
has contributed much to the advancement of machine learning 
algorithms using various types of imaging modalities such as 
CT, magnetic resonance imaging (MRI), x-ray, positron 
emission tomography (PET), ultrasound, and others. The above-
mentioned images are input to various models to detect cancers 
[15], injuries[16], and fractures [17]. Various cancer and the 
models implemented using DL and ML are discussed as 
follows. 
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B. Breast Cancer Analysis Using DL and ML Methods 

Compared to the traditional methods, DL and Artificial 
Intelligence techniques are more effective for the identification 
of cancers. An artificial intelligence system was implemented to 
beat the manual prediction of breast cancer by the radiologist 
through AUC-ROC by 11.5% in the US and the UK datasets 
[18]. A unique computational model is proposed by associating 
various ML algorithms such as Monte Carlo feature selection, 
Random Forest, and rule-based to detect the breast cancer 
genetic factor [19]. In[20], breast cancer classification is done 
by two algorithms such as (1) Naive Bayes (NB) and (2) K-
nearest neighbor (KNN) and the (3) KNN model is found to be 
with accuracy of 97.51%. Three ML algorithms such as C4.5, 
Artificial neural network, and support vector machine have been 
implemented on the Iranian dataset and the performance of the 
algorithms is measured for sensitivity, specificity, and accuracy. 
Out of three algorithms, the support vector machine has the 
highest accuracy of 95.7% [21]. Two models such as Naïve 
Bayes and K-Nearest Neighbor have been implemented to 
classify breast cancer and the results are compared and proved 
that KNN has the highest performance compared to the Naive 
Bayes [22]. In [23] the study has explored that the deep learning 
techniques perform better as the DL algorithms can easily 
distinguish between the normal and cancer cells due to the 
various layers and proved that multilayer perceptron has good 
efficiency in examining the breast cancer.  

The examination of the tumor is executed by examining the 
four biomarkers to predict breast cancer. Two approaches such 
as stratified and k fold cross validation were used to find the 
accuracy of the model and validating the neural network[24]. 
The artificial neural networks algorithm has been used to detect 
the nodes in the breast and to predict breast cancer. Four 
biomarkers were fixed for the prediction of breast cancer and 2-
fold cross-validation has been used and achieved ~63% 
accuracy.[25] Automatic cancer detection was implemented on 
the MIAS dataset and the deep learning methods such as (1) Sars 
Autoencoder, (2) Stacker Sparse Autoencoder and (3) 
convolutional Neural Network have been implemented. Out of 
three, the Stacker Sparse Autoencoder has performed better 
with 98.9% [26]. Table I presents the various accurate 
predictions on breast cancer. 

TABLE I 
VARIOUS PREDICTIONS OF BREAST CANCER 

References Accuracy 

Sana et al.  [27] 97.53% 
Dina et al. [28] 87.20% 
Mohd et al. [29] 90% 
Raquel et al.  [30] 97% 
Ragab et al.  [31] 96.92% 
Kavitha et al. [32] 98.50% 

C. Skin Cancer Analysis Using DL and ML Methods  

There are six types of skin cancer such as (1) Basal cell 
Carcinoma (BCC), (2) Squamous cell carcinoma (SCC), (3) 
Melanoma, (4) Bowen's Disease, (5) Keratoacanthoma and (6) 
Actinic Keratosis (AK). Most of the people pretentious by skin 
cancer are exaggerated by the Melanoma type of cancer and thus 

75-80% of the people are affected by Melanoma cancer. ML 
techniques have been used to detect skin cancer. The main 
objective is to classify skin cancer as Melanoma, normal skin, 
and abnormal skin. 

Recently, the 2032 skin disease imageries were categorized 
using a Convolutional Neural network (CNN). CNN has shown 
great potential in classifying skin cancer images. CNN is trained 
with larger scale of datasets to test its performance against 
21 boarding-certified skin doctors on surgery-established 
scientific imageries with two grave binary classification use 
circumstances: (1) keratinocyte carcinomas versus benign 
seborrheic keratoses; and (2) malignant melanomas versus 
benign nevi [33].  Four ML methods such as K Nearest 
Neighbor, Support Vector Machine, Decision Tree and ANN 
were used to identify skin cancer. The above methods were 
compared for their accuracies and proved that ANN had the best 
performance and accuracy [34]. The collective output of various 
layers of the deep convolutional neural network to classify the 
images with high accuracy has been performed and the four-
layer output of the deep neural network is amalgamated to get 
outstanding accuracy [35].  

Deep Learning Convolutional Neural Network (DLCNN) has 
been used on the ISIC dataset to stratify extricated features for 
melanoma classification. During the implementation of 
DLCNN, followed by segmentation, the cancerous cells are 
extracted and classify whether the cells are benign or malignant 
[36]. In [37], the author proposed an Elevated level of intuition 
for the discovery of cancerous skin regions. Particle Swam 
Optimization along with Support Vector Machine (SVM) were 
used for optimization and grey level co-variance matrix 
(GLCM) has been implemented to extract the skin cancerous 
region. GLCM and SVM were implemented and attained 94% 
and 95% of accuracies respectively.  Table II presents the 
various accurate predictions on skin cancer.  

TABLE II 
VARIOUS PREDICTIONS OF SKIN CANCER 

References Accuracy 

Rasmiranjan et al. [38] 93% 
Togacar et al. [39] 95.27% 
Ebrahim et al. [40] 84% 
Tumpa et al. [41] 97.7% 
Dezhong et al. [42] 87.5% 
Farhat et al. [43] 95.4% 

C. Cervical cancer Analysis Using DL and ML Methods 

Cervical cancer is a foremost topic among the millions of 
women in the world and the late detection of cervical cancer 
leads to danger. Earlier, cervical cancer was diagnosed using a 
pathological test which leads to very low accuracy of detection. 
Previously traditional methods such as SVM, Logistic 
regression, and Random Forest were used. As the ML zone 
increased models such as CNN and various DL classifiers 
methods were used for the identification of cervical cancer. An 
SVM-based classifier was used in the study to detect cervical 
cancer and obtained 98% accuracy[44]. A super pixel and CNN 
grounded segmentation is proposed for the detection of cervical 
cancer cells and a CNN-based segmentation is applied using 
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deep learning methods and achieves an accuracy of 94.5% [45]. 
The study addressed the restriction of existing methods by 
suggesting a method to categorize cervical cancerous cells 
based on deep features using CNN. CNN-based feature 
extraction is implemented for classifying the cervical cancerous 
cells and achieved an accuracy of 98.3%.[46]. An analysis 
method has been proposed to examine the cervical cancer cell 
and segmentation of image is also performed to extract the 
various features for diagnosing cervical cancer. Various SVM 
classifiers are used to examine cervical cancer cell and achieved 
the accuracy of 98.5%[47]. A new deep learning model was 
developed by the combination of GLCM, Gabor filter, SVM and 
CNN. The above model has achieved a strong feature extraction 
of the cervical cancerous cells. The CNN model has been 
implemented with an extreme learning (EL) classifier and along 
with the EL, various classifiers were also scrutinized and 
obtained an accuracy of 91.2% [48]. The author compared two 
deep learning models such as (1) Hybrid deep feature fusion and 
(2) Late fusion and concluded that the Hybrid deep feature 
fusion has greater classification than the Late Fusion. The 
proposed model also has implemented deep learning with 7- 7-
class classification and achieved higher accuracy at the level of 
2- 2-class classification[49]. Table III presents the various 
predictions on cervical cancer.  

TABLE III 
VARIOUS PREDICTIONS OF CERVICAL CANCER 

References Accuracy 

Vaiyapuri et al. [50] 99.6% 
Ershad et al. [51] 98.8% 
Naif et al. [52] 99% 
Jiayi et al. [53] 83.16% 
Gaurav et al. [54] 94.94% 

D. Brain Tumor Analysis Using DL and ML Methods 

Brain tumors are triggered by the unwanted development of 
cells in the brain which needs early attention. The main 
challenge in the recognition of brain tumors is identifying 
whether the tumor is present or not due to the multifaceted 
structure, shapes, and intensities of the brain. Segmentation of 
the brain image is a bit challenging as the grouping of the same 
type of feature will lead to complexity. The region-based 
segmentation of the brain plays a major role in extracting the 
features of the brain. Various thresholding approaches and 
image processing methods are used for the detection of Brain 
tumors in MRI scan images. As a concern with the brain tumor, 
the MRI scan is better suited than the CT scan and X-ray. In 
[55], ML methods are implemented in a three-step process such 
as (1) Preprocessing, (2) Feature extraction using GLCM and 
(3) Classification. SVM classifier is also applied on the MRI 
brain images and the features are classified based on the shape, 
texture, color and achieved an accuracy of 97.1%. The study has 
concentrated on the de-noising technique, extraction of GLCM 
features, and segmentation of the brain tumor region. After the 
identification of the tumor, the morphological filters are used 
for de-noising. Later, PNN was used to classify brain tumors 
[56]. Though the feature extraction and classification of the 
brain tumor is more important, the preprocessing of the images 

is more important as it increases the quality of the images for 
classification. A study has implemented a Weiner filter with 
various wavelet bands to reduce the noise and increase the 
inputs. After preprocessing, the classification is performed 
using Local binary patterns and Gabor Wavelet Transform to 
achieve good precision and dice score [57]. Artificial Neural 
network (ANN) is executed in the MRI scan images by pre- and 
post-processing of the images followed by the feature extraction 
using mean and spatial gray level methods. The classification of 
the image’s using ANN has achieved an accuracy of 99% [58]. 
Table IV presents the various predictions on Brain Tumor.  

TABLE IV 
VARIOUS PREDICTIONS OF BRAIN TUMOR 

References Accuracy 

Khairandish et al. [59] 98.4% 
Raheleh et al. [60] 95% 
Milica et al. [61] 96.56% 
Rajat et al. [62], [63] 99.04% 
Yaswanth et al. [63] 96.44% 

E. Lung Cancer Analysis Using DL and ML Methods 

Medical imaging methods such as MRI and CT scans have 
become crucial for classifying and diagnosing lung cancer. CT 
and MRI are the most often used modes to acquire medical 
images, each having its own set of characteristics and clinical 
uses. CT scanning uses X-rays to create pictures of the inside 
components of the body and is especially effective at detecting 
chest abnormalities like lung cancer or pneumonia. The patient 
should be situated in such a way that the CT scan rays can 
penetrate the body. As the X-ray perceives the body, it detects 
the various functions of the body. The perceived rays will be 
examined by the computer and produce cross-section images. 
When compared to other imaging, CT imaging is a quick and 
easy process, and it requires a very minimal amount of time for 
processing. CT scans also provide substantially comprehensive 
images to doctors for the proper diagnosis of various diseases. 
However, the CT scan consists of ionizing radiation that could 
cause cancer if it is frequently repeated. The CT scans can be 
captured only if there is proper radiation protection. Moreover, 
the chances of positive findings are high in CT scan images as 
the patterns can also be identified as irregularities. 

Several diseases can be diagnosed using CAD methods and 
the CAD methods forecast the seriousness of the sicknesses.  
The CAD methods play a major role in identifying the nodules 
in the lung CT scan. As the CT scan can only identify the bigger 
nodules, the CAD methods can be able to identify the smaller 
size nodules. In contrast, MRI generates pictures using radio 
waves with an intense magnetic field. This technique is 
particularly important since it can provide high-quality images 
without the use of ionizing radiation, making it excellent for 
imaging soft tissues such as joints, the spinal cord, and the brain.  

Recently the impact of lung cancer has been huge and thus 
the need for early detection is vital. This study analyzes the 
various models used to diagnose lung cancer, which is one of 
the main causes of cancer-related death worldwide. Early and 
accurate detection of lung cancer is critical to increase patient 
survival rates and treatment success. Despite major advances in 
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medical imaging technology, interpreting medical images 
remains a big issue, demanding sophisticated optimization 
models to improve diagnosis accuracy. The objective of this 
study is to compile and scrutinize current state-of-the-art 
optimization models and approaches used to diagnose lung 
cancer and to understand the ideas underpinning the models and 
their performance measures.  By doing so, best practices, gaps 
in the literature, and potential areas for future research and 
development are discovered [64], [65]. 

F.  Discussions on Dataset Accessibility for Lung Cancer 
Identification 

CT is the maximum effective and best imaging mode for the 
detection of lung cancer. Thus, the first step in the detection of 
lung cancer is to get the lung CT images of the patients to detect 
the cancer in the preliminary stages. Getting the CT scan image 
datasets from the private and local hospitals has lots of 
procedures, thus various public datasets have been published 
widely for the usage of various experiments. Many lung cancer 
CT image datasets are available and among them, the most 
popular used dataset is below: 

 Lung Image Database Consortium (LIDC), Lung Image 
Database Consortium and Image Resource Initiative 
(LIDC–IDRI) [66].  

 Early Lung Cancer Action Program (ELCAP) [67]. 
 Nederland-Leuvens Longkanker Onderzoek (NELSON) 

[68], [69] 
 Automatic Nodule Detection 2009 (ANODE09) [70] 
 Lung Nodule Analysis 2016 (LUNA16) [71] and 
 Database of Japanese Society of Radiological 

Technology (JSRT) [72].   

TABLE V 
A LITERATURE REVIEW OF THE LUNG CANCER DETECTION MODELS 

No Ref Highlights 

1. Matthijs et 
al. [73] 

Concentrated on the existing evidence for 
LDCT-based lung cancer screening and its 
therapeutic uses in high-risk groups globally. 
Addressed the effectiveness of costs. 

2. LG et al. 
[74] 

Reviewed various CAD techniques that share 
the common objective of enhancing the role of 
radiologists in the detection of lung nodules. 
 Highlighted deep learning systems results in 
impressive performance. 

3. Yi et al. 
[75] 

Hereditary diagnosis of lung cancer, specific 
mutations are analyzed for the detection of 
lung cancer. 

4. Reem et al 
[76] 

Focused on the biomarkers test that could lead 
to quick results of early analysis of lung cancer 
are analyzed. 

5. Muntasir et 
al. [77] 

Implemented the ensemble methods and ML 
methods for the detection of lung cancer. 

6. Charles et 
al. [78] 

Concentrated on small lung cancer and 
analyzed that the change in chromosome 
structure is the main cause of small lung cancer 
cells.  
The change in the structure is due to the 
degradation of function TP53 and RB1 genes. 
Thus, the control of the above genes is studied. 

No Ref Highlights 

7. Adiraju et 
al. [79] 

 Reviewed the study that concentrated on the 
detection of lung nodules and their 
classification. 

8. Dakhaz et 
al [80] 

Support vector machine (SVM) classification 
is analyzed.  
Evaluation against various ML algorithms for 
lung cancer detection is studied and proved 
that SVM is the best. 

9. Iakovos et 
al. [81] 

Analyzed the available risk prediction models 
and how they can be applied in lung cancer 
screening. The advantages and limitations of 
the existing models are discussed. 

10. Amrita et 
al.[82] 

Examination of lung nodules through deep 
learning is presented. Various works using 
deep learning for lung cancer detection are 
presented. 

 
Most of the experiments for the detection of lung cancer were 

conducted in the above datasets. Earlier the Lung Image 
Database Consortium had fewer images and later it was 
expanded to the Lung Image Database Consortium and Image 
Resource Initiative which has 1018 scan images associated with 
an XML file related to it. Radiologists examined the LIDC–
IDRI dataset and categorized the images as having three types 
of lesions such as (1) Lung nodules less than 3mm, (2) Lung 
nodules greater than or equal to 3mm and (3) Lung Non-nodules 
greater than or equal to 3mm. The dataset LUNA 16 is part of 
the LIDC–IDRI dataset and the ELCAP database is made in 
association with the Vision and Image Analysis database. The 
main motive for publishing the NELSON dataset is to measure 
the lung nodule and to detect the lung nodule and its 
segmentation. The ANODE09 dataset comes from the 
NELSON dataset and the JSRT also consists of various lung 
nodule images to assess and measure the lung nodules. 
However, Table V has presented the in-depth literature survey 
of lung cancer detection, it is noticeably clear that the survey is 
not enough to give the needed knowledge on the best-suited 
models and techniques for Lung cancer detection. Thus, our 
review turns out to bring out the research gap in the models of 
lung cancer detection using lung nodule classification. 

G. Role of Sequencing Data in Lung Cancer Diagnosis 

Although the high-risk patients need to experience the 
various medical image testing to identify the stages of cancer, 
there are lot of cases had happened which leads to false 
diagnosis of cancer and its stages. The necessity of approaches 
for early lung cancer detection is very important.  Thus, new 
advanced approaches need to be put in practice for the detection 
of lung cancer [83]. To overcome the necessity of new 
approaches, sequencing technology makes it possible to make 
use of various new methodologies for early lung cancer 
detection. During waiting time, the accurate classification of the 
lung cancer methodology is much needed. As a known fact, 
cancerous cells display an extensive variety of genetic versions 
and putting together all these versions could identify the 
mutational sequences in various types of cancer [84] [85].Due 
to the above reasons, the existing research has started 
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concentrating on the genetic markers which can be the input 
feature to improve the accuracy of the machine learning models. 
In various studies, blood-based biopsies that use liquid are 
effective methodologies for early diagnosis of lung cancer. The 
examination of possible cancer markers makes use of exosomes, 
methylation, circulating tumor cells (CTCs), microRNA 
(miRNA), cell-free DNA (cfDNA) fragments, circulating tumor 
DNA (ctDNA), and methylation to identify the possible 
partying tumor indicators. 

Cell-free DNA (cfDNA) fragments [86], circulating tumor 
DNA (ctDNA), microRNA (miRNA), methylation, exosomes, 
and circulating tumor cells (CTCs) have been identified to be 
effective approaches for examining possible tumors. The signals 
from the liquid biopsy are collectively combined with various 
judicial models to diagnose the tumors accurately with a great 
recognition degree. Single nucleotide variations are genetic 
changes that may frequently exhibit different characteristics in 
various types of lung cancer [87]. Thus, various studies have 
used genetic changes as the input to create systems to 
distinguish between the LUAD and LUSC [88]. Diverse 
changes, in particular, key promoters can change the number of 
genes to affect the cell function and abnormalities in cell-to-cell 
communications systems and thus different cancer is formed 
[89]. ML models help to identify the severity of the cancer by 
classifying the various patterns of cancer using RNA 
sequencing Data. A recurrent hidden Markov model shows 
excellent accuracy in classifying large genomic areas [90]. 
Patterns of methylation are used as a pattern to differentiate 
between early and malignant lung cancer [91]. Using the genes 
directly as the input characteristics, it possesses the risk of 
overfitting [92].  

III.  RESULTS AND DISCUSSION 

A. Limitations in existing models 

Before feeding datasets to the machine learning models, and 
analyzing them using CT scans, a lot of things need to be dealt 
with while applying it to the diverse datasets. Such restrictions 
affect the accuracy and the dependency of the various 
classification processes. A few limitations are listed as follows: 

a. Challenges arise in the preprocessing due to the 
uncertainty required for effective management to give the 
best output. 

b. Quality of the equipment and changes in the imaging 
processes decide the quality of the images, image 
sections, brightness and the noises present in the scan 
images.   

c. Due to technical errors such as mobility and hardening the 
image quality may be affected and thus the irregularities 
in the images might make the pre-processing difficult.  

d. Due to the irregularities, detecting and identifying the 
segmentation of the features are very crucial. 

e. Not-diversified data may lead to poor performance results 
and thus the machine learning models may not give the 
best results.  

f. Precise annotation of the CT scan images is challenging 
and laborious when the complex segmentation task is 

involved in the labelled data whereas the unlabeled data 
would act as a hindrance to achieving better results in the 
machine learning models. 

g. Using different datasets results in bias and contradictions 
in the training process.  

h. The management of needed data is very crucial while the 
demand for processing is reduced during the data 
augmentation, normalization and scaling.  

i. Due to improper data pre-processing methodologies, the 
performance of the entire system may be decreased, and 
data loss might happen. 

j. Most of the existing studies involving cancer detection 
lack diversified images methods for identifying and 
detecting cancer.  

To address all the concerns, effective algorithms methods and 
participating in collaborative efforts across various institutions 
and collecting diversified datasets is essential. 

B. Discussions and Directions 

Preparing the ML and DL models before applying to various 
CT images for the detection of cancer faces several challenges. 
The primary challenge is due to datasets and their sizes. The few 
challenges are discussed below: 

1) Importance of Artificial intelligence in healthcare: 

Investigate by considering the benefits and limitations of 
various machine learning and deep learning algorithms used in 
cancer detection.  

2) Exploring the various medical imaging data set: Medical 
data sets play a major role in various cancer prediction and 
classification. This helps physicians for accurate diagnosis and 
early treatment of various types of cancer. In recent days, AI 
models have proved that it is more effective in analyzing and 
interpreting these medical data sets. 

3) Detection of cancer in early stage: To improve the 
treatment for cancer, early detection by AI models plays a 
significant role in the medical field. 

4) Genetic markers roles: By integrating the genetic data 
with medical imaging dataset, overall performance of the cancer 
prediction models can be enhanced. 

5) Obstacles and Restriction: While developing lung 
cancer prediction models using machine learning and deep 
learning algorithms, several obstacles and limitation may occur. 
By addressing these issues, the researcher may get clear ideas to 
narrow down their works. 

6) Clinical incorporation: Conversation around the 
openings and issues of using machine learning and profound 
learning models in clinical settings to analyze cancer, taking 
into consideration things like integration with current healthcare 
frameworks, moral issues, and administrative endorsement. 

IV. CONCLUSION 

Finally, this study integrates machine learning and deep 
learning in cancer detection and classification. By taking 
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advantage of the power of machine learning and deep learning 
techniques, healthcare experts can achieve greater accuracy in 
diagnosing and treating cancers. Many research and inventions 
in cancer detection are essential for realizing the technologies in 
clinical practice. This article addresses the limitations such as 
equipment quality, imaging process and data diversity are 
crucial for enhancing the accuracy and effectiveness of deep 
learning models in lung cancer detection from CT scan images. 
In future robust data preprocessing techniques can be identified 
to improve the accuracy in lung cancer detection which can lead 
to prevention of human deaths in this world. 
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