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Abstract—Due to the discrepancy in resolution between existing global climate model output and the resolution required by decision-

makers, there is a persistent need for climate downscaling. We conducted a study to determine the effectiveness of Relevant Vector 

Machine (RVM), one of the machine learning approaches, in outperforming existing statistical methods in downscaling historical 

rainfall data in the complex terrain of Selangor, Malaysia. While machine learning eliminates the requirement for manual feature 

selection when extracting significant information from predictor fields, considering multiple pivotal factors is essential. These factors 

include identifying relevant atmospheric features contributing to rainfall, addressing missing data, and developing a significant model 

to predict daily rainfall intensity using appropriate machine-learning techniques. The Principal Component Analysis (PCA) technique 

was employed to choose relevant environmental variables as input for the machine learning model, and various imputation methods 

were utilized to manage missing data, such as mean imputation and the KNN algorithm. To assess the performance of the RVM-based 

rainfall model, we collected a dataset from the Department of Irrigation and Drainage Malaysia. We used Nash-Sutcliffe Efficiency 

(NSE) and Root Mean Square Error (RMSE) as evaluation metrics. This study concluded that Relevance Vector Machine (RVM) 

models are suitable for forecasting future rainfall since they can support large rainfall extremes and generate reliable daily rainfall 

estimates based on rainfall extremes. In this study, the RVM model was employed to determine a predictive association between 

predictand variables and predictors. 

Keywords— Statistical downscaling; missing value; PCA; RVM; forecasting; missing data. 

Manuscript received 20 Nov. 2023; revised 14 Jan. 2024; accepted 20 Mar. 2024. Date of publication 31 May 2024. 

International Journal on Informatics Visualization is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

I. INTRODUCTION

Providing trustworthy and practical climate change 

projections at a high spatial resolution has been a significant 

and persistent obstacle in climate science. The availability of 

such detailed projections is crucial in guiding region-specific 

adaptation strategies and preparedness plans to tackle 
potential extreme weather occurrences in the future. Almost 

all the research aims to improve the quality of climate 

information and hazard data when it affects the surrounding 

conditions, such as floods [1]. Climate change’s persistent 

trajectory has led to rising temperatures, shifting precipitation 

patterns, and heightened climatic variability, resulting in 

significance to crop preference and agricultural systems [24]. 

One of the leading causes of drastic climate change is the 

modification of the distribution of atmospheric statistical 

patterns that can affect a large part of the earth's population. 

This is because the increase in temperature and rainfall affects 

the air supply as well as the living plants in the future. 

Therefore, it is crucial to know the current global climate and 

what the future holds to determine the weaknesses and what 

can be done to adapt to climate change [4]. Precipitation 

downscaling enhances the inadequate resolution and 
precipitation representation in global climate models, 

enabling end users to evaluate the potential hydrological 

effects of climate change [9]. 

The task of modeling precipitation modeling poses 

significant challenges in climate modeling, often yielding 
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reduced accuracy through numerical approach alone. An 

alternative strategy for forecasting rainfall involves utilizing 

statistical downscaling models [20]. Statistical downscaling is 

an approach that combines both statistical and dynamic 

methods. Using machine learning, previously unsolvable 

problems could be solved by identifying trends in data. 

Several Machine Learning (ML) techniques can be used to 

classify data based on research [16]. For an artificially 

intelligent machine to make informed decisions, it must 

identify objects in its surroundings and forecast 
environmental behavior [11]. Hence, machine learning 

techniques tend to prioritize prediction overestimation. 

In this study, the relevance vector machine represents a 

machine learning technique to forecast precipitation levels in 

climate change scenarios. Compared to SVM, RVM's most 

significant advantage is its ability to reduce the computational 

complexity of the kernel function and overcome its limitation 

in keeping the chosen kernel function by the Mercer condition 

[17]. To the contrary of its predecessor, SVM [26]. RVM 

incorporates a probabilistic regression algorithm. Using the 

theory of Bayesian inference, RVM is a compelling machine 
learning method. In previous studies, the RVM has been 

implemented successfully in various fields. However, its 

application to modeling rainfall-induced shallow landslides 

still needs to be improved [25]. 

As we all know, rain is Malaysia's primary agriculture 

source. The landscape of the Earth is experiencing numerous 

changes because of present-day development initiatives. 

Hence, the environment has transformed to accommodate the 

changed conditions created by human-induced alterations.  

Consequently, a reciprocal dynamic exists where every 

human action prompts a response from the environment, 
usually appearing in the form of interdependent processes 

frequently initiated by natural events. Recently, the drastically 

increased rainfall due to sudden climate change has also 

caused significant floods in Selangor.  

From the findings, we can safely deduce that the main 

reason for the unexpected flood in December 2021 was the 

high amount of precipitation in the area. Major flooding 

caused extensive damage to many houses and even areas 

beyond repair. Selangor has never experienced this, and most 

people still need to prepare. Due to the unusual amount of 

rainfall distribution equal to the average amount of rainfall 

distribution for one month on 18 December 2021 in Selangor, 
the flood was exacerbated by the tidal event that occurred [2]. 

For example, Taman Sri Muda in Shah Alam has been 

severely flooded. Flooding is expected in the area, but the 

rapid ascent of water caught numerous residents unprepared 

[2]. 

Although downscaling literature contains several details 

that examine different modeling techniques, there currently 

needs to be a single study that examines the effectiveness of 

downscaling large-scale atmospheric information to 

catchment scale precipitation and the effectiveness of RVM 

models using machine learning techniques [11]. A Relevance 
Vector Machine (RVM) applies Bayesian treatment 

principles to a generalized linear model with the same 

functional form as the SVM RVM, which proves to be an 

excellent time series prediction model, even with some 

limitations [14]. The purpose of this study was to predict the 

distribution of precipitation for the state of Selangor so that 

the floods that occurred in December 2021, which were a 

nightmare for the people there, would not happen again. 

Hence, methods combining Machine Learning algorithms 

with time-series data are considered a solution to mitigate 

these limitations [8]. In this study, data is only available for 

Selangor, which comprises several districts and a few stations. 

The flood crisis that recently hit Selangor has limited this 

study to the state of Selangor alone.  

A limitation of the study is that it emphasizes stations 

solely in Selangor in peninsular Malaysia, with no 
consideration of other states. In reviewing available 

atmospheric data, it is essential to recognize that more 

variables could be attributed to the server’s utilization for 

processing high-dimensional data, particularly precipitation 

data. Machine learning techniques use a variety of algorithms 

for analysis, all of which require a lot of storage space and 

long iterations for large data sets. For accurate analysis of 

time series data, studies on machine learning require 

enormous computational demands. The study also stated that 

higher rainfall contributed to the major floods in Selangor at 

the end of last year. The city center of Selangor is not prepared 
to deal with significant flooding, unlike other states in the east 

that have been accustomed to dealing with such flooding. 

Further, this study aims to determine how rainfall 

distributions in Selangor will change. 

II. MATERIALS AND METHODS 

This paper uses machine learning techniques to describe a 

statistical downscaling method for daily rainfall that 

combines classifications and regressions. A prediction model 
is proposed, which consists of data collected from predictors 

(atmospherics) and predictands (rainfalls). Using the 

imputation method, predictors were standardized and 

replenished as a pre-processing step. After that, PCA was 

employed to select predictor variables and reduce data 

dimensionality. In the next step, new data matrixes were 

generated between the selected predictors and predictand. 

A. Missing Data 

Prediction becomes challenging with the presence of 

missing data within a time series. Data analysis with time 

series is different from other forms of data analysis because 

of the temporal significance. An analysis of a time series 

without those missing values destroys its continuity. 

Assessing the effects of forecasting models or imputation 

methods on predicted outcomes proves difficult when missing 

values are substituted with imputation methods. Imputation 

methods alter the original time series and possibly affect 

prediction performance significantly [28]. 

First, addressing a multivariate time series containing 

missing values is inherently problematic due to numerous 
factors, including potential errors during collection, which 

may compromise subsequent analytical applications. Various 

techniques for imputing missing values have been introduced 

to minimize their influence on multivariate time series 

analysis. Furthermore, imputed missing values from a 

multivariate time series are helpful for many types of data 

analysis applications [23]. Coping with missing data through 

imputation is a critical concern in learning from incomplete 

datasets, with various techniques developed and successfully 

handling missing values [32]. Imputation as the primary 
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technique for managing missing data entails replacing 

missing observations with possible values through single or 

multiple imputation approaches. Single imputation entails 

finding a probable value for each missing data point to impute, 

with specific contexts yielding unbiased estimates through 

these strategies [21]. 

 
Fig. 1  A flowchart of the statistical downscaling process 

 

Frequently, hydrologists need more data issues when 

processing time series data sets, which can make 

interpretation challenging. It can cause data distributions to be 

skewed, interval precisions to be compromised, and model 

efficiency to be significantly reduced by such issues.  The 

presence of missing values, caused by sensor malfunctions or 

human errors, prompts the employment of various ad hoc 

techniques like deletion or single-value substitution for their 
management [28]. The removal and imputation of missing 

values are currently the most well-studied methods for 

handling missing values in time series data. Ensuring the 

accuracy of model outcomes requires identifying appropriate 

methods of handling missing data, such as deleting or 

imputing. It is not feasible to uniformly apply multiple 

imputations when encountering missing data. A comparison 

of numerous imputations and listwise deletion must consider 

the application-specific nature of the missing data when 

determining which method to use [12]. We compared several 

imputation methods to select the most suitable method for 

obtaining the entire data set for statistical downscaling for all 
stations in Selangor, as shown in Fig. 1. 

1) EM Algorithm: Expectation-Maximization (EM) is the 

maximum likelihood method for creating a new data set. All 

missing values are imputed with values estimated by the 

maximum likelihood methods. This approach begins with the 

expectation step, during which the parameters (e.g., variances, 

covariance, and means) are estimated, perhaps using listwise 

deletion. Those estimates then create a regression equation to 

predict the missing data. It has long been a widespread 

practice to impute continuous data using the expectation-

maximization algorithm (EM). Using the method assumes 

that the full data are multivariate normal, which is not the case 

for categorical data [21]. The multivariate normal distribution 

is a crude approximation to the true data distribution, but it 
can still adequately reproduce this distribution [21]. Imputing 

categorical data with continuous-based methods may result in 

biased results, so caution should be exercised. The 

maximization step uses those equations to fill in the missing 

data. The expectation step is then repeated with the new 

parameters, where the new regression equations are 

determined to “fill in” the missing data. The expectation and 

maximization steps are performed repeatedly until the 

stabilization of the system is established [6]. 

2) Non-linear Interactive Partial Least Square (NIPALS): 

An alternative imputation method suitable for principal 
component analysis (PCA) problems involving missing 

values is the Non-linear Interactive Partial Least Squares 

(NIPALS) approach. Commercial chemometric software 

implementations of this approach demonstrate varying levels 

of correctness when handling the common PCA problem with 

missing values [18]. A better strategy entails substituting the 

sample mean into the missing value. Provided an � � � 

rectangular dataset, the NIPALS algorithm operates 

according to the following steps: 

Firstly, a matrix for the � th observed value in the � th 

variables was defined: 

� � ��	
�, 1 � � � �, 1 � � � �  (1) 
Assume � has a rank of a, then decompose X as follows: 
 � � ∑ ���������                                 (2) 

�� � ����, … , ��	 , … , ����� ��� ���  ��� , … , ��	 , … , ����� 
 

as the principal factor and principal component, respectively. 

Lastly, approximate the missing value using NIPALS to the 
cell (i) as: 

�	
 � ∑ �	
�	
� ��                                 (3) 

3) Mean Imputation: The approach to single imputation 

entails identifying a sole probable value for each missing data 

point for imputation purposes. Under specific circumstances, 

these strategies can yield unbiased estimates [21]. Instead of 

the missing data value, the mean value of a variable is 

substituted, ensuring that the sample mean for that variable 

remains unchanged. The underlying theory supporting mean 

substitution posits that the mean is a reasonable estimate for 

observations randomly chosen from a normal distribution. 

According to [18], there are several advantages to using 

this technique, including the fact that it is not too complicated 

and is easy to integrate into most statistical packages. Based 

on the complete data, each variable's mean and standard 

deviation were computed. Next, they were compared with 

their corresponding counterparts after substituting the missing 

values. The absolute difference between means and standard 
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deviations was employed to evaluate the effectiveness of both 

procedures. For a method to be considered efficient, it must 

reproduce means and standard deviations accurately. 

Statistics must also consider the accuracy of estimating 

parameters [18]. The formula can be written as: 
 

�! � ∑ "#$#%&
�                                 (4) 

where �! is the observed rainfall data, �	is the initial rainfall 

data, and n denotes the number of rainfall days. 

4) K-Nearest Neighbor: KNN imputation relies on 

identifying the nearest neighbors based on a distance measure 

to fill in missing attribute values. After determining the KNN, 

the mean/median or mode of identified attribute values of the 

missing attribute imputed the missing value. According to [7], 

through the application of KNN imputation, the handling of 

missing hydrological data with the KNN method has shown 

to be reliable and practical. The initial stage of nearest-

neighbor imputation involves assuming �  observations 

gathered on p covariates. The corresponding � �  �  data 

matrix is given by X=��	+�, in which �	+  represents the ith 

observation of the sth variable. Let O=( ,	+�  signifies the 

corresponding � �  � matrix dummies with entries as follows: 

0	+.1  , �/ �	+  0�1 2314564� 0 , /25 7�11��8 6�9:41 
The calculation of the distance between two observations of 
�	 and �
  was made using Lq-metric from the observed data, 

�;<�	,�
= � > 1
7	


? ⬚
A

+��� 1|�	+
C �
+  D�2	+ � 1�D<2
+ � 1=E�

; 

�5� 
where 7	
 � ∑ ⬚A

+�� D�2	+ � 1�D<2
+ � 1=E  signifies the 

number of valid components in the distance computation. 

5) Markov Chain Monte Carlo (MCMC): Imputation was 

accomplished through Monte Carlo simulation or MCMC 
method. According to Little and Rubin (2019), the 

expectation-maximization (EM) calculates the maximum 

probable valuations for the MCMC method to substitute 

missing data The choice of using the MCMC method in the 

multi-imputation procedure was driven by the assumption of 

multivariate normality. According to [22] in his research, the 

MCMC method, following Bayesian inference principles, 

includes several steps, such as imputation for handling 

missing data. The missing values for each observation were 

simulated by estimating the mean and covariance matrix. 

After that, for the posterior step (P-step), the mean vector and 

covariance matrix from the imputed step were simulated. 

B. Principal Component Analysis 

PCA decreases the dimensionality of the constructed 

feature matrix, thereby minimizing linear feature correlation 

among data and eliminating redundant attributes. This results 

in a low-dimensional feature matrix that maintains significant 

characteristics for the classification model [32]. The step in 

the PCA algorithm was mainly to acquire the input data 

matrix. Next, the data matrix was centered on all observations' 
mean subtraction. Then, generate a correlated database. The 

correlated database is in the form of a matrix. After that, the 

eigenvalues and eigenvectors of the correlation matrix in PCA 

are calculated. Select the eigenvectors associated with the 

largest (more than 1) eigenvalues, calculate the contribution 

of factor loadings corresponding to the selected eigenvectors, 

and form a new data matrix for further analysis. 

Assume that a dataset. ����, ��G�, … … �H with n dimension 

inputs, n-dimension data has to be reduced to k-dimension 

�I JJ �� using PCA. Firstly, the standardization of the raw 

data ensures that it has unit variance and zero mean. 

�
	 � !K#L!K
MK

 ∀�                                (6) 
Then, calculate the data co-variance matrix as follows: 

∑ � �
H ∑ ⬚H	 ��	���	�O , ∑ ∈ Q�∗�⬚⬚  

 

Next, compute the eigenvector and eigenvalue of the co-

variance matrix using the following equation:  

SO ∑ � TU⬚⬚                                 (7) 
S � >| | | :� :G … … . :� | | | E, :	 ∈ Q� 

 

Projection of raw data into a k-dimensional subspace 

involves selecting the top K eigenvectors of the covariance 

matrix, establishing them as the new original basis for the data 
[15]. The following equation outlines the calculation of the 

corresponding vector: 
 

�	�WX � >:�O�	 :GO�	  … ⋯ :ZO �	 E ∈ QZ          (8) 
 

As a result, n-dimensional data will be reduced to k-

dimensional data if the raw data is of n dimensions [15]. 

Figure 2 demonstrates the flowchart of the PCA algorithm: 

 
Fig. 2  A flowchart of the PCA algorithm 
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C. Relevance Vector Machine 

The relevance vector machine (RVM) is a new classifier 

based on support vector machines (SVMs) and Bayesian 

approaches. RVM operates as a learning mechanism within 
the Bayesian framework. In this classifier, the core functions 

were created without excessive parameterization [29]. As a 

result of RVM's ability to reduce the computational complexity 

and overcome its shortcoming in keeping the kernel function in 

line with the Mercer condition, incorporating it into a hybrid 

prediction system can achieve higher accuracy and stability 

[13]. A key advantage of RVM is its ability to produce decision 

functions that are sparser than SVM while maintaining 

classification accuracy. In this way, computational complexity 

can be significantly reduced, making the decision function 

more suitable for real-time decision-making applications [19]. 
RVM is regarded as particularly well-suited for modeling 

specific tasks like the SVM approach; RVM initially 

transforms training data samples from the original input space 

into a higher-dimensional space known as the feature space. 

Consequently, a hyperplane can be established within this 

feature space to discriminate the data [25]. Following is a 

description of the RVM model's principle.  

Suppose a data set ���,������
[

 , where �� ∈ Q� , �� ∈ Q . 
The following equation shows the relationship between �� 

and ��: 

�� � \���; ^� _ `� � ∑ ⬚[	�� ^	a	��� _ ^b _ `      (9) 

where ^ � �^b , ^�, … . . ^��  is the weight vector, `� is the 

independent additive term subject to `�~ d�0, eG�, a	��� �
f��, �	� is the nonlinear essential function and f��, �	� is the 
kernel function. Hence, ���� � d�\����, eG� signifies the 
normal distribution of �� with mean \����and variance, eG. 
Subsequently, �� is assumed to be independent of each other, 
in which the likelihood of the complete data set can be written 
as follows: 

��^, eG� � �2heG�L[/G4�� .C �
GMj k|� C l^|kG

     (10) 

where � � ���, �G, … , �[�Oand l �>a����, a��G�, … , a��[�EO are the  d � �d C 1� kernel 
function matrix in which  

a��d� � >1, f���, �1�, f���, �2�, … , f���, �d�Em
 

By utilizing training data, we can acquire the distribution 
density of target values. \ ∗. For the new input vector � ∗, we 
get: 

��\� � n ⬚⬚
⬚ ��\∗|^, o, eG���^, o, eG|\��^�o�^eG  (11) 

Based on the equation above, \∗is a normal distribution. 

The expected values \∗ and variance, eG are: 

\∗ � Uml��∗� 
e∗G � ep"G _ lO��∗�ql��∗�                   �12� 

From equation above, a further algorithm to determine the 

type of kernel in ϕ is presented as follows: 

 

Hyperbolic tangent = tanh(��O\ _ r�        (13) 

Polynomial = ���O . \ _ r�s                   (14) 

RBF = (4�� 4�� tCek|� C \|kGu           (15) 

Laplace = 4�� 4�� tC k|!Lv|k
M u            (16) 

ANOVA =∑ ⬚���� 4�� �Ce��� C \��G�s           (17) 

Bessel = (
wxy&�Mk|!Lv|k�
||!Lv||z$�xy&�             (18) 

To implement the RVM model, the following steps must be 

followed: 

 
Fig 3  A flowchart of Relevance Vector Machine 

B. Model Performance Assessment 

It is essential to exhibit the statistical basis for the model's 

performance by comparing rainfall prediction values 

computed using different soft computing methods after the 
model was developed [3]. Models such as SVR, ANN, and 

RVM have been assessed based on Root Mean Square Error 

(RMSE) and Nash-Sutcliffe Efficiency (NSE). A comparison 

was also conducted between the three imputation methods, 

mean substitution, random forest, and K-nearest neighbor, 

according to two measures of performance: root mean square 

error and Nash-Sutcliffe Efficiency (NSE). The Nash–

Sutcliffe efficiency index (E_f) is a widely utilized and 

potentially dependable statistic for evaluating the goodness of 

fit of hydrologic models. Nevertheless, no method has been 

devised for estimating the statistical significance of sample 
values [10]. The mathematical expression of NSE is 

represented below. 

d{q � 1 C ∑ ⬚$#%& �!#Lv#�j
∑ ⬚$#%& �!#L!#�j        (19) 

In this equation, �	 is the observed value of rainfall, and \	 
is the predicted value of rainfall. In this case, �	 is the average 

observation value (mean), and � is the number of observation 

sets. As described in the text, on average, the coefficient of 

efficiency is −∞ ≤ NSE ≤ 1, with NSE = 1 representing the 

perfect fit model and NSE≤ 0 representing the mean of the 

observed values being more predictive than the evaluated 

model.  

The RMSE calculation was carried out through a series of 

three simple steps. As a result, a 'total square error' was 

obtained as the sum of each squared error, which means that 

each error has a more significant influence on the total in 
proportion to what it squares than its magnitude. Therefore, 

the influence of larger errors on the total square error 

outweighs that of smaller errors. A declining number of larger 

individual errors will lead to an increase in total square error. 

The mean-square error (MSE) was then calculated as the sum 
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of the square errors divided by the number n. Finally, we take 

the square root of the MSE to find the RMSE [27]. RMSE can 

be expressed mathematically as follows: 

Q|{q � }�
� ∑ ��~ C \~�G�~��          (20) 

Assume that �~  is the measured rainfall value,  \~  is the 

predicted rainfall value, and n is the number of data sets. 

III. RESULTS AND DISCUSSION 

A. Missing Values 

The lowest RMSE values signify the best model 

performance, indicating minimal deviation between the 

estimated and observed values. In contrast, NSE values falling 

within the 0 to 1 range denote models exhibiting high 

predictive accuracy [23]. Therefore, the method that produced 

the lowest RMSE and highest NSE values was chosen as the 

most suitable approach for filling out the predicted data set 
with missing data. 

TABLE I 

RMSE VALUES OF PREDICTAND VARIABLES FOR EACH IMPUTATION METHOD 

Imputation Method RMSE  

EM algorithm 2.2252 
Mean Imputation 0.7518 
Nearest Neighbor 1.6858 
MCMC 1.6307 
NIPALS 1.3341 

 

According to the findings, mean imputation is the most 

effective method for imputation of predictand for Selangor 

states. Meanwhile, the EM algorithm is regarded as the least 
fitting imputation method for this study because its results 

revealed the greatest RMSE. 

B. Principal Component Analysis (PCA) 

During the reduction of high-dimensional data, PCA was 

utilized to identify the principal components (PCs) necessary 

to reduce the number of predictors without losing significant 

information. Presented in Table II below is a summary of the 

analysis, which includes eigenvalues, variance, and 

cumulative percentage variance: 

TABLE II 

RESULT FOR PRINCIPAL COMPONENT ANALYSIS 

Dimension Eigenvalue 

Percentage 

variation 

(%) 

Cumulative 

Percentage 

(%) 

Component 1 1.595 26.575 26.575 
Component 2 1.077 17.592 44.527 
Component 3 1.088 16.799 61.327 

Component 4 0.973 16.219 77.546 
Component 5 0.886 14.771 92.317 
Component 6 0.461 7.683 100.00 

 

According to Table 2, six components were identified from 

the eigenvalues and total variation. PCA typically yielded a 

number of components equivalent to the selected variables. 

The variation percentage and eigenvalues were arranged in 
decreasing sequence. With reference to the Kaiser criterion 

[30], eigenvalues exceeding 1.00 will be selected to interpret 

the component. Consequently, the results reveal that 

Components 1, 2, and 3 have eigenvalues exceeding 1.00, 

namely, 1.595,1.077 and 1.088, respectively. Components 4 

and 5 are also accepted since their eigenvalues are nearest to 

1.00, which are 0.973 and 0.886, respectively. 

TABLE III 

RESULTS FOR CORRELATION OF PC LOADING 

Dimension F1 F2 F3 F4 F5 

Precipitations -0.284 0.647 -0.008 0.235 0.666 
Max 
temperature 

0.840 0.192 -0.137 0.087 0.070 

Min 
temperature 

0.628 0.508 -0.062 -0.430 -0.161 

Wind 0.267 0.368 0.576 -0.450 0.509 
Relative 
humidity 

0.182 0.216 0.767 0.496 -0.288 

Solar 0.557 -0.426 -0.255 0.526 0.266 

 

The correlation of PC loading of each variable of predictor 
and factor is shown in Table 3. The selected eigenvalues 

determined the number of factors generated [23]. Here, a 

selection of predictors was based on the highest or strongest 

PC loading for every predictor variable, according to [5]. 

According to this argument, the higher the PC loading of a 

variable, the more significant its contribution to the factors 

accounting for a particular PC [23]. Maximum temperature 

demonstrates a significant positive loading of 0.840 on Factor 

1 (0.840). For the second factor, precipitations show the 

highest number (0.647), but loadings don't appear significant. 

Next, Factor 3 shows a strong positive loading on Relative 

Humidity (0.767). Then, Factor 4 and Factor 5 do not have 
any strong loading values. Such factors are expected to 

account for as much variance as possible since they were 

extracted sequentially [23]. Thus, the new dataset was 

structured in a matrix format. 132594 rows represent the 

number of days by station, while the extracted factors are 

represented by five columns designated as Factor 1, Factor 2, 

Factor 2, Factor 3, Factor 4, and Factor 5. 

C. Relevance Vector Machine 

Determining the kernel's superior performance entailed 

analyzing the RMSE and NSE values throughout the 

calibration and validation periods, as indicated in Table 3. 

RMSE offers a strong measure of the model's predictive 

accuracy and is considered the primary criterion for 

evaluating fit when the model's primary objective is 

prediction. 

TABLE IV 

PERFORMANCE OF RVM VARYING KERNEL FUNCTION 

Type of 

Kernel 

Calibration Validation 

Number of 

Relevance 
Vector 

RMSE NSE RMSE NSE 

RBF 50 14.09 -0.20 13.73 -0.40 
Polynomial 4 13.91 -0.11 12.90 -0.24 
Laplace 302 18.32 -0.93 15.67 -0.83 
Hyperbolic 
tangent 

102 14.49 -0.21 13.84 -0.42 

Bessel 14 14.09 -0.14 13.14 -0.28 

ANOVA 13 14.09 -0.16 12.94 -0.24 

The polynomial kernel was chosen for the calibration and 

validation period as it generated the lowest RMSE value while 

increasing NSE. During calibration, the Polynomial kernel 
produced the fewest relevant values. 
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Fig 4  Performance of RVM in predicting daily rainfall amount in    

calibration period 

 

Figure 4 shows the trend of the RVM model's prediction 

value, which clearly shows that it could follow the trend of 

the predictand because it can predict extreme values as 

predictand extreme values. 

Through downscaling, the issues of projection rainfall in 

Selangor states were discovered, prompting the application of 
correlated procedures to achieve the most accurate results in 

predicting rainfall data. Imputation methods are explored in 

this study, focusing on their efficiency in dealing with missing 

ground data. To accomplish this, we will identify the most 

effective method to deal with missing ground data in Selangor 

state. For Selangor state, Value 1 imputation proves to be the 

most appropriate method for handling missing atmospheric 

data. Therefore, Value 1 imputation can also analyze missing 

data issues for Peninsular Malaysia and other tropical 

countries with similar data sets. For an advanced analysis to 

be effective, preprocessing steps must be well managed. 

After Principal Component Analysis (PCA) was used to 
reduce the extensive dimensional data and choose the 

predictor variables, it is a constant challenge for hydrologists 

to deal with high-dimensional time-series data that requires 

highly complex computations. Machine learning models can 

have difficulties recognizing patterns due to the high 

dimensionality of data. By employing the PCA method, the 

dimensionality of the data was reduced through the 

identification of uncorrelated features (PCs). We extracted 

five PCs based on the number of variables as predictors. We 

cut the information when the eigenvalue is more significant 

than one, and the cumulative percentage is greater than 70%. 
Variables' contributions to that chosen PC are reflected in 

rotation discovery as a loading of factors. According to the 

results, the high loading indicates that reasonable predictor 

variables were selected, and five variables were selected for 

further analysis. PCA can assist statistical downscaling 

approaches in selecting predictor variables while reducing the 

dimensionality of time-series data during preprocessing. 

Finally, the RVM-based Polynomial kernel was discovered 

to be the most appropriate model for analyzing rainfall 

prediction in Selangor—lastly, the performance of RVM by 

using indicator statistical measures such as RMSE and NSE. 

The RVM model is potentially beneficial for hydrologists or 
climatologists, particularly for downscaling studies, in 

determining rainfall projections for long-trend analysis. This 

study has proven that it manages to cater to all the issues 

regarding missing data records, high dimensional data, and 

the statistical downscaling approach processes. 

IV. CONCLUSION 

Economic growth and population growth will result in 

increased man-made greenhouse gas emissions, which will 

impact the hydrological cycle globally and regionally. 
Flooding and tsunamis are likely to occur because of the 

influence of climate change on hydrological cycles. Malaysia 

is experiencing the most devastating effects of climate change 

as a result of flooding. The disruption caused by floods to 

people's daily lives is significant, often lasting for weeks. The 

situation is likely to worsen in the coming years due to climate 

change. In December 2021, the latest flooding occurrence in 

Selangor caused the number of Malaysians to flee to flood 

evacuation centers to increase due to continuous heavy 

rainfall. Meteorologists should analyze rainfall projections to 

prevent more tragic floods in Selangor state. 
Machine learning techniques have been proposed as a 

statistical downscaling approach for the projection of daily 

rainfall amounts in Selangor states. For missing data, mean 

imputation is the most effective method for imputation of 

predictand for Selangor states. In this study, we explained 

statistical downscaling based on the RVM model. In 

particular, the polynomial kernel for RVM exhibited 

significant enhancement in predicting daily rainfall amounts 

compared to other kernels, as validated by statistical measures. 

RVM has proven its ability to predict extreme values, which 

could be helpful to hydrologists or climatologists in analyzing 

environmental models and improving the assessment of 
climate change. 
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