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Abstract— This study aims to examine the effect of customer experience on customer retention at DQLab Telco, using machine learning 

techniques to predict customer churn. The study uses a dataset of 6590 customers of DQLab Telco, which contains various features 

related to their service usage and satisfaction. The data includes various features such as gender, tenure, phone service, internet service, 

monthly charges, and total charges. These features represent the demographic and service usage information of the customers. The 

study applies several feature selection methods, such as ANOVA, Recursive Feature Elimination, Feature Importance, and Pearson 

Correlation, to select the most relevant features for churn prediction. The study also compares three machine learning algorithms, 

namely Logistic Regression, Random Forest, and Gradient Boosting, to build and evaluate the prediction models. This study finds that 

Logistic Regression without feature selection achieves the highest accuracy of 79.47%, while Random Forest with Feature Importance 

and Gradient Boosting with Recursive Feature Elimination achieve accuracy of 77.60% and 79.86%, respectively. The study also 

identifies the features influencing customer churn most, such as monthly charges, tenure, partner, senior citizen, internet service, 

paperless billing, and TV streaming. The study provides valuable insights for DQLab Telco in developing customer churn reduction 

strategies based on predictive models and influential features. The study also suggests that feature selection and machine learning 

algorithms play a vital role in improving the accuracy of churn prediction and should be customized according to the data context. 
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I. INTRODUCTION

Customer experience is crucial for service businesses such 

as communications, entertainment, etc. Customer retention 

with a particular service provider is vital for running the 

business. A good customer experience creates a good 

impression for the customer, increasing the chances of a 

customer staying with a service provider. Conversely, a lousy 
customer experience makes a wrong impression on the 

customer, increasing the likelihood of the customer switching 

to a competitor. Switching customers to competitors is not 

what a company wants. Therefore, companies must study the 

factors or conditions supporting switching customers to 

competitors [1]. 

DQLab Telco is a company that has a business in 

telecommunication services. In its development, DQLab 

Telco has several branches spread out in various places. 

Established in 2019, the company consistently focuses on 

customer experience [2]. DQLab Telco’s consistency towards 

customer experience aims to prevent DQLab Telco from 

being abandoned by customers. Since a little more than one 

year of operation, DQLab Telco has been abandoned by many 

of its customers, and many customers have switched 

subscriptions to competing companies. DQLab Telco 

management plans to reduce the number of customers who 

switch from DQLab Telco to competing companies. 

DQLab Telco has a valuable data set, which includes the 

data of customers who use DQLab Telco services. This 
valuable data set has a solid potential to support the 

company’s various needs. Proper data processing and analysis 

can assist the company in drawing the correct conclusions [3]. 

The data processing and analysis findings can help the 

company take a stance or decision regarding its direction and 

policy. Reducing the number of customers who switch to 
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making the right decisions based on data, will positively 

impact the company [4]. 

Applying technology to data presents machine learning as 

a suitable technique for analyzing data. The ability of machine 

learning to perform modeling can be applied to study DQLab 

Telco customer data. Through this research, we propose churn 

prediction in the case of DQLab Telco using machine learning 

techniques. Machine learning techniques are applied to obtain 

predictions on whether users will switch to competitors or not 

based on data trained on machine learning models. By 
studying the data and making predictions, the company can 

determine its concrete steps in dealing with the possibility of 

churn [5]. 

Diverse data conditions require researchers to choose to 

manage data and select features carefully to obtain an optimal 

prediction model. Good feature selection will result in 

excellent modeling, which affects prediction accuracy [6]. 

There are various feature selection methods in machine 

learning modeling. Various feature selection methods can be 

compared to obtain optimal results. In this study, researchers 

used several feature selection methods such as ANOVA, 
recursive feature elimination (RFE), feature importance, 

Pearson correlation, and models without feature selection [7]. 

Chang et al. [8] proposed experimental results and a 

modeling procedure to analyze the factors affecting the 

defects of centrifugal pumps. Researchers collected various 

signals such as pressure, flow, motor current, and vibration 

and extracted features in the time and frequency domains. 

Researchers applied random forest modeling to perform 

multi-fault classification and suggested variables that 

significantly affected the anomaly detection of the pump. This 

paper also presented a correlation matrix of cosine similarity 
to analyze the experimental results of feature importance. 

This paper was supported by the National Research 

Foundation of Korea and the Korea Institute of Energy 

Technology Evaluation and Planning. In this research, Chang 

applied one machine learning algorithm, Random Forest. The 

best classification results can be obtained by comparing the 

results of several algorithms, so this research can still be 

improved by adding several algorithms as a comparison. This 

research also applies a feature selection method, Feature 

Importance. Model performance can be enhanced by selecting 

features and leaving the most informative and valuable 

features for modeling. Researchers can develop by applying 
several feature selection methods to obtain the best model 

performance based on several feature selection methods. 

Pang et al. [9] reported a study investigating the 

independent risk factors affecting the prognosis of patients 

with bladder pain syndrome/interstitial cystitis (BPS/IC) after 

hydrodistension surgery. Researchers analyzed the clinical 

data of 1006 BPS/IC patients and identified age and the 

expression of CD117, P2X3R, NGF, and TrkA as 

independent prognostic factors. Researchers then developed a 

column chart and a random forest model to predict the clinical 

outcomes based on these factors. This study evaluated and 
validated the performance of the models using various 

statistical methods and found that they had good predictive 

accuracy and clinical benefits. They concluded that the 

models could help clinicians assess the risk and guide the 

treatment of BPS/IC patients. This research applies logistic 

regression and random forest algorithms to modeling. As a 

development, researchers can add additional algorithms to 

obtain the best accuracy from several algorithms. The 

researchers applied the Feature Importance method to 

perform feature selection. The application of several feature 

selection methods can be carried out as development so that 

research obtains the most optimal model performance. 

Chen et al. [10] proposed a fault diagnosis method for 

rotating machinery based on improved multiscale attention 

entropy and random forests. The method used a nonlinear 

dynamics technique called multiscale attention entropy to 
measure the signal complexity at multiple time scales and a 

composite multiscale attention entropy to overcome the 

problem of insufficient coarse-graining. The method also used 

t-distributed stochastic neighbor embedding to reduce the 

dimensionality of the extracted features and random forests to 

classify the fault patterns. The method was tested on two fault 

datasets and an actual hydropower unit, achieving better 

diagnostic performance and adaptability than conventional 

methods. In this study, Chen used one machine learning 

algorithm to perform classification. This research can be 

developed by adding several algorithms for comparison. The 
addition of several algorithms as a comparison can show the 

best results that can be obtained from several algorithms used. 

In addition, this research can also add feature selection 

methods to obtain informative features to obtain the most 

optimal model performance. 

Al-Haddad et al. [11] proposed an innovative approach to 

fault diagnosis in permanent magnet synchronous motors 

(PMSMs) by fusing vibration and current data. Researchers 

simulated stator faults as inter-turn short circuits and collected 

vibration and current signals from a PMSM test rig. 

Researchers extracted statistical features from the signals and 
used information gained for feature selection. This study 

employed a gradient-boosting-based machine learning model 

to classify different fault states using the selected features. 

This study achieved an impressive diagnostic accuracy of 

90.7% and an area under the curve of 95.1%, demonstrating 

the efficacy of data fusion and gradient boosting for fault 

diagnosis. In this study, the researchers used Gradient 

Boosting, one of the machine learning algorithms for 

classification. Applying multiple algorithms in classification 

can increase the chances of obtaining classification results 

with the best results. In addition, the classification in this 

study can also be improved by adding feature selection 
methods so that the model’s performance improves. We 

evaluated the performance of the model using accuracy 

metrics and ROC curves. Performance evaluation can be 

improved by adding additional metrics such as precision, 

recall, and f-1 score to obtain more diverse evaluation 

conclusions. 

Nhat-Duc and Van-Duc [12] proposed and verified a 

computer vision-based method for automatically classifying 

raveled areas and their severity on asphalt pavement surfaces. 

The technique used gradient-boosting machines integrated 

with lightweight feature extractors, such as local binary 
patterns and their variants, to categorize visual data into three 

classes: non-raveling, minor raveling, and severe raveling. 

The method was tested on a dataset of 6600 image samples 

collected from field trips in Da Nang, Vietnam. The 

experimental results showed that the technique achieved high 

classification accuracy, low computational cost, and minimal 
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requirements on computer hardware. The method 

outperformed the state-of-the-art GoogleNet deep transfer 

learning model and demonstrated its potential as a tool to 

assist road maintenance agencies in performing raveling 

condition surveys. This research can be developed by adding 

several other classification algorithms to obtain the highest 

classification results among several algorithms. Development 

can also be done by adding feature selection methods to obtain 

informative features that optimize model performance. The 

evaluation in this research can be improved by adding several 
other evaluation metrics. 

Palmese et al. [13] developed and internally validated a 

Logistic Regression model to predict the probability of 1-year 

readmission to the emergency department (ED) for acute 

alcohol intoxication (AAI). Palmese used a retrospective 

cohort of 3304 patients with AAI who were admitted to the 

ED of a hospital in Italy from 2005 to 2017. This study found 

that sex, age, homelessness, previous admission for trauma, 

and mental or behavioral disease were independent predictors 

of 1-year readmission for AAI. They suggested that their 

model be externally validated and tested in a randomized 
controlled trial to evaluate its clinical utility. However, in this 

study, researchers used one machine learning algorithm, 

Logistic Regression, which can be improved by adding 

several additional algorithms. This research also needs to 

perform optimization, such as adding feature selection 

methods to obtain informative features and optimize the 

model’s performance in performing classification. 

Kharsa and Al Aghbari [14] presented a method that used 

association rules to select features from medical data, which 

reduced the dimensionality of the input feature space. The 

selected features were then fed to a deep neural network, 
specifically ResNet, which performed classification tasks 

with high accuracy. The paper compared the proposed method 

with other traditional machine learning models on various 

medical datasets and showed that it outperformed them 

regarding classification accuracy. The paper also discussed 

the benefits of using association rules for feature selection and 

deep learning for classification. This research applies one of 

the feature selection methods, namely association rules. 

Several feature selection methods can be added to find the one 

that best suits the data and model. The appropriate feature 

selection method produces the best features that can be used 

in model training so that the model learns the most 
informative features and performs well. 

Mahto et al. [15] proposed a hybrid method for cancer 

classification using gene expression data based on a novel 

combination of Cuckoo Search and Spider Monkey 

Optimization algorithms for feature selection and deep 

learning for classification. The paper evaluated the 

performance of the proposed method on eight benchmark 

microarray datasets and compared it with other existing 

methods. The paper reported that the proposed method 

achieved higher or competitive accuracy, reduced overfitting, 

and enhanced model performance. The paper also discussed 
the proposed method’s advantages, limitations, and future 

directions. This research applies the Spider Monkey 

Optimization algorithm as a feature selection method. Feature 

selection methods can be added to obtain the best feature 

selection method for better model performance. 

Machine learning has various algorithms that can be used 

to make predictions. Applying the correct algorithm affects 

the model’s performance in making predictions. Good data 

requires an excellent algorithm to get good performance. 

Researchers applied several algorithms in this study to 

compare and get the best performance prediction. Some of the 

algorithms that researchers use in this study are Logistic 

Regression, Random Forest, and Gradient Boosting [16]. 

This paper is organized as follows: Section I introduces the 

problem and proposes solutions in the application of machine 
learning. Section II presents works related to the application 

of machine learning. Section III describes the proposed 

Exploratory Data Analysis (EDA) Data Pre-processing, 

Classification Modeling, and Performance Evaluation. 

Section IV presents a visual analysis of EDA and a 

performance analysis of logistic Regression, random forest, 

and gradient boosting algorithms. Finally, this research study 

is concluded in Section V. 

II. MATERIALS AND METHOD 

The method proposed in this research consists of four 

stages: Exploratory Data Analysis (EDA), Data Pre-

processing, Classification Modeling, and Performance 

Evaluation. The dataset used in this research is DQLab 

Telco’s customer data. This dataset has 11 columns and 6590 

rows. The research flow diagram is presented in Fig. 1, and 

the sample dataset is presented in Table I 

 
Fig. 1  Research flow diagram 

 
The sample dataset shows some customer data that can 

potentially affect customer churn. Some data shows several 

things about the customer, such as their gender, whether they 

are a senior citizen, whether they have a spouse, how long 

899



their tenure is, whether they use phone service, TV streaming 

services, and others. This data would be used to predict 

customer churn so that it can predict whether the customer 

could switch subscriptions or not. The top 5 data samples 

from the dataset are shown in Table I, which are taken in order 

starting from the topmost data in the dataset. 

TABLE I 

SAMPLE OF DATASET 

Column 
Data nth 

D1 D2 D3 D4 D5 

Gender Female Male Male Female Female 
SeniorCitizen No No No No No 
Partner Yes Yes No Yes Yes 
Tenure 1 60 5 72 56 
PhoneService No Yes Yes Yes Yes 
StreamingTV No No Yes Yes Yes 
InternetService Yes No Yes Yes Yes 
PaperlessBilling Yes Yes No Yes No 
MunthlyCharges 29.85 20.50 104.10 115.50 81.25 

TotalCharges 29.85 1198.80 541.90 8312.75 4620.40 
Churn No No Yes No No 

 

The research begins with visual analysis at the Exploratory 

Data Analysis (EDA) stage, and then the data is further 

processed at the data pre-processing stage [17]. The processed 
data is then trained using several machine-learning algorithms. 

Researchers used accuracy, precision, recall, F1-score, and 

support metrics to evaluate the model’s performance. 

A. Exploratory Data Analysis (EDA) 

Researchers explored the data at this stage to obtain an 

initial dataset analysis. The analysis is done by visualizing the 

data as needed. Researchers visualize several parts of the data: 

the percentage of customer churn, numeric variables, and 

categorical variables. Researchers visualize using the pyplot 
module in the Matplotlib library, which is commonly used to 

visualize data. In addition, researchers also use the NumPy 

module to manipulate numeric data, such as operations or 

transformations performed on data [18]. 

Researchers explored the data by conducting univariate and 

bivariate data visualization. Univariate visualization aims to 

determine the percentage of customer churn in the DQLab 

Telco company. Bivariate visualization is conducted between 

numeric and categorical variables with churn variables. 

Bivariate visualization of churn variables aims to determine 

how much the variables in the dataset affect customer churn. 
Variables that affect customer churn will be a focus for 

companies in improving customer experience. By 

understanding the influence of supporting variables on 

customer churn, companies can make the right decisions 

according to the conclusions obtained [19]. 

B. Data Pre-processing 

At this stage, researchers apply several methods to the data 

so that the data is ready to be used in modeling. The methods 

include removing unnecessary columns, encoding data, 
selecting features, and splitting data. These four methods were 

applied sequentially to obtain good data. In the first stage, 

researchers removed unnecessary columns. The columns in 

the dataset contained data that could be a factor in customer 

churn. However, some columns only served as data identity 

and did not affect customer churn. Data that had no potential 

influence on customer churn was removed and not used in 

modeling [20]. 

The next step performed on the data is data encoding. Data 

that can be processed in modeling is numeric because 

calculations are carried out, which requires data in numeric 

format. Then, the data with a type other than numeric must be 

converted to numeric. Researchers use the LabelEncoder 

module in the sklearn library to convert data of types other 

than strings into string types [21]. 

Not all features are used in modeling. Some selected 
features are used in modeling, while the rest are ignored. 

Researchers applied several feature selection methods at the 

data pre-processing stage, such as ANOVA, Recursive 

Feature Elimination (RFE), Feature Importance using the 

Random Forest model, Pearson Correlation, and data without 

feature selection. Feature selection is used to select a subset 

of the features available in the dataset for use in modeling. 

Feature selection only alleviates model performance by 

focusing on informative features [22]. In this research, 

applying different feature selection methods to the dataset 

results in different dataset feature diversity. Various datasets 
with different feature diversity will produce classification 

models with different performance. 

The Analysis of Variance (ANOVA) technique is used to 

compare between two or more data groups so that researchers 

can find out if there is a significant difference between at least 

one pair of group means. Recursive Feature Elimination (RFE) 

eliminates less important features iteratively until only the 

best features remain. Considering the contribution of each 

feature individually results in a model that is more efficient 

and effective in predicting churn behavior. Feature 

Importance using the Random Forest model evaluates the 
importance of each feature in churn prediction. When the 

model is trained, each feature is assigned a critical value based 

on how often or how much it affects the quality of the 

prediction. Pearson Correlation measures the strength and 

direction of a linear relationship between two variables. It 

provides information about the direction and strength of the 

relationship between two numerical variables. 

Data pre-processing ends at data splitting. Data splitting 

divides data into training and testing data with a certain 

proportion. The training data contains 70% of the dataset, 

while the testing data comprises 30%. The division is done 

randomly using the train_test_split module from the sklearn 
library. Generally, the proportion of training data is more 

significant than the testing data. The more considerable 

amount of training data compared to testing data is related to 

the model’s recognition of the data. The more data trained on 

the model, the better the model recognizes the data. 

Conversely, the less data trained on the model, the worse the 

model recognizes the data. The better the model 

acknowledges the data, the better the model predicts the 

testing data [23]. 

C. Classification Modelling 

In this stage, modeling is done by applying machine 

learning algorithms to the data and storing them in variables. 

Training the model using data that has been labeled gives the 

model the ability to recognize data patterns. Diverse data 

increases the ability of the model to make predictions on a 

variety of data in the testing data. The condition of the data 
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also affects the results of model training. Excellent data 

produces models with good performance in making 

predictions. Meanwhile, insufficient data produces models 

with poor prediction performance [24]. 

Balanced data is required to obtain optimal predictions for 

each class. Unbalanced data will recognize the dominant class 

more than other classes. As a result of data imbalance, the 

model will predict more data as the dominant class. In 

addition to the amount of data, the balance of the numerical 

scale of the data is also required. When the numerical scale of 
the data is unbalanced, the model will give more importance 

to features with a larger numerical scale than data with a small 

numerical scale. Due to the unbalanced numerical scale in the 

data, the model will make predictions based on the model’s 

assessment of features with a larger scale [25]. 

The correct algorithm also affects the performance of the 

model. Algorithms suitable for specific data types will 

produce models with better performance than other 

algorithms. Combining a prime dataset and a suitable 

algorithm will ensure optimal model performance. In addition 

to data conditions and algorithm suitability, feature selection 
also affects model performance. Features that are informative 

to the model result in better classification [26]. 

Logistic Regression is a statistical model used to predict 

the probability of two or more classes. In the context of churn 

prediction, Logistic Regression generates the probability that 

a customer will churn or not churn. This algorithm has several 

important parameters such as regularization (model 

complexity), penalty, and C parameter (regularization 

strength). 

Random Forest consists of many decision trees that work 

independently and generate predictions. In the case of churn 
prediction, Random Forest combines predictions from many 

decision trees to improve accuracy and reduce overfitting. 

The algorithm has some important parameters such as the 

number of decision trees (n_estimators), maximum depth 

(max_depth) and features considered (max_features). 

Gradient Boosting builds a predictive model through a 

series of alternating decision trees. Each decision tree 

compensates for the prediction error of the previous tree. In 

the case of churn prediction, Gradient Boosting iteratively 

corrects previous prediction errors to improve the model's 

accuracy. The algorithm has several essential parameters, 

such as the number of decision trees (n_estimators), 
maximum depth (max_depth), and learning rate. 

D. Performance Evaluation 

Various evaluation metrics can assess model performance. 

The confusion matrix displays the result of the model’s 

prediction against the test data. The confusion matrix 

compares the original label’s value and the predicted label’s 

value. Thus, through the confusion matrix, researchers can 

observe the amount of data correctly and incorrectly classified 
in a particular class. Some of the matrices used as 

performance evaluation in this research are accuracy, 

precision, recall, F1-score, and support. 

The precision, recall, F1-score, and accuracy formulas are 

presented in the following formula [27]–[30]: 
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III. RESULTS AND DISCUSSION 

This section presents the results and analysis of the 

application of the proposed method. This section presents the 

researcher’s analysis of data processing both visually and 

through machine learning algorithm modeling. Fundamental 

data analysis is required to understand the dataset used in 

modeling—visual observation of the data results in assessing 

the correlation level of a feature to the predictor feature. The 
correlation level of a feature can be a basic description of 

various features that can be used in modeling. 

 

 
Fig. 2  Churn percentage 

 

After obtaining a basic overview of the correlation of 

features to predictor features, researchers conducted further 

feature selection using several methods. Several feature 

selection methods were compared and applied to various 

modeling algorithms to obtain the best feature selection 

method and algorithm. Various feature selections produce 

different amounts of data in training data and training data. 

The different features used also affect the performance of the 

model in classification. The number of features used in the 

default feature selection method (without feature selection), 
ANOVA, Recursive Feature Elimination (RFE), Feature 

Importance (FI), and Pearson Correlation are 10, 7, 5, 9, and 

7, respectively. In modeling, the algorithms used are Logistic 

Regression, Random Forest, and Gradient Boosting. In all 

algorithms, we compared several performance evaluation 

metrics such as accuracy, precision in class 0, precision in 

class 1, recall in class 0, recall in class 1, F1-score in class 0, 

F1-score in class 1, support in class 0, and support in class 1. 

A. Correlation Analysis 

In the first analysis, researchers visualized the percentage 

of customer churn to determine how significant the customer 

churn is at DQLab Telco. Based on the distribution of 

customer churn data in Fig. 2, overall, customers do not churn, 

with a percentage of no churn more significant than churn. 

901



This shows that the tendency of customers to churn is smaller 

than no churn. The slight tendency of churn is undoubtedly 

not something that can be ignored. This remains a focus for 

companies to reduce the percentage of customer churn. So, 

further analysis is needed to understand the patterns between 

customer churn and its supporting factors. 

 

 
Fig. 3  Correlation between monthly charges and customer churn 

 
Fig. 4  Correlation between total charges and customer churn 

 
Fig. 3 shows the relationship between monthly charges and 

customer churn. Based on the visualization, there is a 

tendency that the smaller the value of monthly charges 

charged, the smaller the propensity to churn. This shows that 

monthly charges have a direct effect on customer churn. Thus, 

company policymaking related to customer churn can use 

monthly charges as a reference. Fig. 4 shows the relationship 

between total charges and customer churn. Based on the 

visualization, there is no significant trend between the value 

of monthly charges charged and the tendency of customers to 

churn. This shows that monthly charges do not affect 
customer churn. Thus, total charges are not a good reference 

for companies in making company policies related to 

customer churn. 

 
Fig. 5  Correlation between tenure and customer churn 

 

Fig. 5 presents a visualization of the relationship between 

tenure and customer churn. Based on the visualization, there 

is a tendency that the longer the customer subscribes, the 

smaller the tendency to churn. This shows that tenure has a 

direct effect on customer churn. Thus, company policymaking 

related to customer churn can use tenure as a reference. 

 

 
Fig. 6  Correlation between gender and customer churn 

 

 
Fig. 7  Correlation between partner and customer churn 
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Fig. 6 presents a visualization of the relationship between 

gender and customer churn. Based on the visualization, there 

is no significant trend between gender and the tendency of 

customers to churn. This shows that gender does not affect 

customer churn. Thus, gender is not a good reference for 

companies in terms of customer churn policies. Fig. 7 presents 

a visualization of the relationship between partners and 

customer churn. Based on this visualization, customers who 

do not have a partner tend to churn. This shows that partners 

have a direct effect on customer churn. Thus, company 
policymaking related to customer churn can use partners as a 

reference. 

 
Fig. 8  Correlation between senior citizen and customer churn 

 

 
Fig. 9  Correlation between phone service and customer churn 

 

Fig. 8 shows the relationship between senior citizens and 

customer churn. Based on this visualization, customers who 

are senior citizens tend to churn. This indicates that senior 

citizens have a direct effect on customer churn. Thus, 

company policymaking related to customer churn can use 

senior citizens as a reference. Fig. 9 shows the relationship 

between phone service and customer churn. Based on the 

visualization, there is no significant trend between phone 

service and the tendency of customers to churn. This shows 

that phone service does not affect customer churn. Thus, 
phone service is not a good reference for companies when 

making company policies related to customer churn. 

Fig. 10 shows the relationship between TV streaming and 

customer churn. Based on this visualization, customers with 

TV services tend to churn. This shows that TV streaming has 

a direct effect on customer churn. Thus, company 

policymaking related to customer churn can use TV streaming 

as a reference. 

 
Fig. 10  Correlation between TV streaming and customer churn 

 

 
Fig. 11  Correlation between Internet service and customer churn 

 

 
Fig. 12  Correlation between paperless billing and customer churn 

 

Fig. 11 shows the relationship between internet service and 

customer churn. Based on this visualization, customers with 

internet service tend to churn. This shows that internet service 
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has a direct effect on customer churn. Thus, company 

policymaking related to customer churn can use Internet 

service as a reference. Fig. 12 shows the relationship between 

paperless billing and customer churn. Based on this 

visualization, customers with paperless bills tend to churn. 

This shows that paperless billing has a direct effect on 

customer churn. Thus, company policymaking related to 

customer churn can use paperless billing as a reference. 

B. Logistic Regression 

Logistic Regression is a practical, simple, and easy-to-

interpret classification algorithm. Logistic Regression makes 

it easy to understand the contribution of each variable to the 

outcome, as it produces probabilities as output and 

coefficients that are easy to interpret. In addition, Logistic 

Regression is efficient for datasets with a small number of 

variables. Table II presents a comparison of Logistic 

Regression performance evaluation on several feature 

selections, namely Default, ANOVA, Recursive Feature 
Elimination (RFE), Feature Importance (FI), and Pearson 

Correlation (PC). 

TABLE II 

LOGISTIC REGRESSION PERFORMANCE EVALUATION 

Metric Default ANOVA RFE FI PC 

Acc. 79.47 78.90 78.32 78.90 78.90 
Prec. 0 83.28 82.84 82.60 82.88 82.84 
Rec. 0 90.32 90.06 89.47 89.99 90.06 
F1-0 86.66 86.30 85.90 86.29 86.30 
Supp. 0 1539 1539 1539 1539 1539 
Prec. 1 64.18 62.86 61.24 62.80 62.86 

Rec. 1 48.90 47.43 46.89 47.61 47.43 
F1-1 55.51 54.07 53.11 64.17 54.07 
Supp. 1 546 546 546 546 546 

 

Based on Table II, the overall performance evaluation 

obtained the highest value without using feature selection. 

This explains that the feature selection method does not 

significantly affect the Logistic Regression model; instead, 
the data without feature selection obtained the best evaluation 

results. Different types and characteristics of data allow 

different data pre-processing needs. The diversity and 

characteristics of various data make it necessary for research 

to apply several other methods for comparison, such as feature 

selection. 

C. Random Forest 

Random Forest excels with its ability to produce accurate 

predictions. An exciting part of this algorithm is using 
multiple decision trees working in tandem. Using multiple 

decision trees helps Random Forest overcome the problem of 

overfitting, one of the challenges in complex modeling. In 

addition, the algorithm can manage each feature’s importance 

and provide additional insight into how each variable 

contributes to the decision. The following table compares 

Random Forest performance evaluation on several feature 

selection features: Default, ANOVA, Recursive Feature 

Elimination (RFE), Feature Importance (FI), and Pearson 

Correlation. Table III shows the performance evaluation of 

Random Forest. 
Based on Table III, the overall performance evaluation 

obtained the highest value in the Feature Importance (FI) 

method. The feature importance selection method using 

Random Forest obtained the best results on classification 

using the Random Forest algorithm. This shows that the 

classification algorithm and related feature selection methods 

produce good performance in classification. 

TABLE III 

RANDOM FOREST PERFORMANCE EVALUATION 

Metric Default ANOVA RFE FI PC 

Acc. 77.36 76.74 76.88 77.60 76.59 

Prec. 0 82.55 82.06 82.28 82.80 82.14 
Rec. 0 87.91 87.65 87.52 87.91 87.26 
F1-0 85.15 84.76 84.82 85.28 84.62 
Supp. 0 1539 1539 1539 1539 1539 
Prec. 1 58.30 56.92 57.14 58.76 56.44 
Rec. 1 47.62 45.97 46.89 48.53 46.52 
F1-1 52.42 50.86 51.51 53.16 51.00 
Supp. 1 546 546 546 546 546 

D. Gradient Boosting 

Gradient Boosting takes a different approach by correcting 

errors in the previous model. The advantages of Gradient 

Boosting are its high accuracy and ability to handle complex 

datasets. It applies a gradient-based technique, optimizing 

models faster than other approaches. Gradient Boosting is 

quite resilient to outliers as it can give smaller weights to 

misclassified data, making it a good choice for datasets with 

anomalies. The following table compares Gradient Boosting’s 

performance evaluation on several feature selections: Default, 
ANOVA, Recursive Feature Elimination (RFE), Feature 

Importance (FI), and Pearson Correlation. Table IV shows the 

performance evaluation of Gradient Boosting. 

TABLE IV 

GRADIENT BOOSTING PERFORMANCE EVALUATION 

Metric Default ANOVA RFE FI PC 

Acc. 79.38 78.90 79.86 79.28 78.90 
Prec. 0 83.03 82.65 83.13 82.85 82.65 
Rec. 0 90.58 90.38 91.23 90.71 90.38 
F1-0 86.64 86.34 86.99 86.60 86.34 
Supp. 0 1539 1539 1539 1539 1539 
Prec. 1 64.29 63.18 65.91 64.25 63.18 
Rec. 1 47.80 46.52 47.80 47.07 46.52 

F1-1 54.83 53.59 55.41 54.33 53.59 
Supp. 1 546 546 546 546 546 

 

Based on Table IV, the overall performance evaluation 

obtained the highest value in the Recursive Feature 

Elimination (RFE) method. This shows how feature selection 
affects the model’s performance in training data. The 

selection of more informative data makes the model better 

trained, thus obtaining more optimal results. 

IV. CONCLUSION 

This study found that proper feature selection and machine 

learning algorithms play a vital role in improving the accuracy 

of customer churn prediction at DQLab Telco. Logistic 

Regression without feature selection produced the highest 
accuracy of 79.47%. In comparison, Random Forest with 

Feature Importance achieved an accuracy of 77.60%, and 

Gradient Boosting with Recursive Feature Elimination (RFE) 

attained an accuracy of 79.86%. These results show that not 

all features contribute equally to churn prediction, and each 

algorithm has strengths in specific data contexts. These 

findings provide important insights for DQLab Telco in 

904



customer churn reduction strategies by leveraging customized 

machine learning techniques to predict and reduce the chances 

of customers churning to competitors. 
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