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Abstract—Schizophrenia is a complex mental health disorder that poses significant challenges in diagnosis and treatment due to its 

multifaceted symptoms, such as hallucinations, delusions, and cognitive impairments. Early detection is crucial for effective 

intervention, yet traditional diagnostic methods often fail in precision and scalability. This systematic literature review investigates the 

application of machine learning (ML) algorithms in the early detection and classification of schizophrenia. By synthesizing findings 

from 40 primary studies, the review highlights the effectiveness of diverse ML models, including Random Forests, Support Vector 

Machines (SVM), and advanced deep learning techniques like Convolutional Neural Networks (CNN) and Long Short-Term Memory 

(LSTM) networks. Key datasets such as clinical records, EEG signals, and neuroimaging data were analyzed to evaluate model 

performance across metrics like accuracy, precision, and sensitivity. Studies demonstrated that hybrid approaches, integrating multiple 

data sources and deep learning architectures, achieved classification accuracies exceeding 90%, with notable advancements in early-

stage diagnosis. However, the review identifies critical challenges, including data quality issues, biases, and limited external validation, 

which hinder the widespread clinical application of these models. Through a comparative analysis of ML methods and traditional 

supervised approaches, the study underscores the transformative potential of ML in enhancing diagnostic accuracy and facilitating 

personalized treatment plans. Addressing current limitations, such as expanding data diversity and improving model interpretability, 

is essential for translating these findings into practical healthcare solutions. This research contributes to the growing knowledge in ML-

driven diagnostics, advocating for its integration into clinical workflows to optimize schizophrenia management. 
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I. INTRODUCTION

Schizophrenia is a severe mental illness that profoundly 
affects an individual's thinking, emotions, and behavior. 
People with schizophrenia often experience a combination of 
symptoms, including hallucinations, delusions, 
disorganization, and cognitive and motivational impairments. 
Despite the availability of various treatments and 
medications, some individuals do not benefit from them. 
However, advancements in machine learning techniques offer 
new possibilities for preventing and treating schizophrenia. 

Recent studies have made significant progress using 
machine learning algorithms to detect schizophrenia. For 
example, Support Vector Machines (SVM) were used to 
differentiate between schizophrenia patients and healthy 

individuals based on structural MRI data, achieving 
promising results [1]. On the other hand, the eXtreme 
Gradient Boosting (XGB) algorithm was utilized to analyze 
EEG signals in schizophrenia patients. The study compared 
the XGB-based approach with four other supervised machine 
learning systems for classifying schizophrenia patients based 
on EEG recordings [2]. The XGB-based method showed 
superior performance, with an AUC and accuracy value of 
0.94, outperforming the other methods. This system 
demonstrated high accuracy and robustness, indicating its 
potential as a valuable tool for hospital clinical use. 

In contrast to previous approaches focusing on traditional 
methods [1], recent work introduced deep learning (DL) 
algorithms to improve the classification accuracy of EEG 
signals in schizophrenia research [3]. They segmented the 
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EEG signal into three bands and extracted distinct domain 
features from each band. These features were then converted 
into red-green-blue (RGB) images for input into their 
network. Additionally, they developed a hybrid DL network 
that combined a Convolutional Neural Network (CNN) and 
Long Short-Term Memory (LSTM) for processing EEG-
based schizophrenia classification, achieving high 
classification accuracy. 

This journal explores the application of machine learning 
algorithms in the early detection classification of 
schizophrenia [4], [5], [6], [7], [8]. By leveraging diverse 
datasets and employing various machine learning models, the 
research aims to identify the most effective techniques for 
diagnosing schizophrenia at an early stage. The study utilizes 
several key datasets, each contributing unique insights into 
the clinical presentation and neuroimaging of schizophrenia. 

The research employs several machines learning 
algorithms, including Random Forests (RF), Support Vector 
Machines (SVM), and Logistic Regression, each offering 
distinct advantages for classification tasks [9], [10], [11], [12], 
[13]. Random Forests, introduced by Breiman, are renowned 
for their robustness and accuracy in various domains, 
including neuroimaging and neurodegenerative diseases. 
Support Vector Machines are recognized for their 
effectiveness in handling complex decision boundaries and 
have been widely applied in fields ranging from cancer 
classification to remote sensing. Logistic Regression, a staple 
in statistical modeling, is valued for its simplicity and 
interpretability, making it a popular choice in healthcare and 
social sciences. 

This study aims to comprehensively analyze these 
algorithms' performance in classifying schizophrenia based 
on clinical symptoms and neuroimaging data. By comparing 
the accuracy, precision, recall, and F1 scores of each model, 
the research seeks to determine the most effective machine-
learning technique for the early detection of schizophrenia. 
Additionally, hyperparameter tuning, specifically through 
Grid Search, will optimize the models' performance, ensuring 
the best possible outcomes for schizophrenia classification. 

In summary, this reflective journal documents the research 
process, challenges encountered, and insights gained while 
exploring the application of machine learning algorithms in 
the early detection classification of schizophrenia. Through 
this exploration, the study contributes to the growing body of 
knowledge in medical diagnostics and machine learning, 
aiming to improve early diagnosis and treatment strategies for 
schizophrenia. 

II. MATERIAL AND METHOD 

The methodology for early detection and classification of 
schizophrenia using machine learning algorithms is 
meticulously devised. This section explains how we used 
machine learning algorithms to conduct a systematic literature 
review on schizophrenia disease. We implemented specific 
suggestions to achieve this systematic literature review's 
objectives. Our method aligns with the framework presented 
in Figure 1.  

 

 
Fig. 1  Search process flowchart 

The essential steps are: 

1) Planning Stage: Creating a methodical approach for 
carrying out the study 

2) Identifying research questions and motivations: 

Identifying the specific questions and objectives the research 
attempts to solve. 

3) Searching process: thorough searching for appropriate 
literature papers and data sources. 

4) Applying inclusion and exclusion criteria: Filtering 
throughout the search results to find solid and relevant 
information using predefined criteria. 

5) Quality assessment: Evaluating the chosen sources' 
reliability and approach 

6) Collecting data: Extracting relevant data and insight 
from the sources. 

7) Analyzing data: Collecting and interpreting the 
information to the findings that address the research 
questions. 
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A. Planning Stage 

In the preliminary stage of our study, we identified the 
crucial steps to achieve our research objectives. Our study 
centers on the impact of Machine Learning (ML) algorithms 
in the Schizophrenia domain. We ensured that we established 
and created a combination of strategic and technical 
approaches to guarantee that the rest of our proposed 
technique could be carried out methodically and coherently. 
The planning stage was the foundation for effectively 
implementing our Systematic Literature Review (SLR) 
methodology. 

B. Research Question and Motivation 

In this section, we discuss and explain the research topics 
addressed in the current systematic literature review study. 
The goals derive from the important results of the study 
implementing machine learning algorithms for the 
categorization of schizophrenia. Several studies suggest that 
using different machine learning methods for early 
identification of schizophrenia can increase performance. 
Thus, Table 1 contains the research questions (RQs) 
investigated in this study. 

TABLE I 
RESEARCH QUESTIONS AND THE MOTIVATIONS 

No Research Questions Motivations 

RQ1 What machine learning 
algorithms can be 
effectively utilized for the 
early detection and 
classification of 
schizophrenia? 

RQ1 was created by the 
requirement to identify 
various machine learning 
algorithms capable of 
classifying schizophrenic 
diseases. 

RQ2 How does the performance 
of machine learning 
algorithms compare with 
other supervised methods in 
the context of early 
schizophrenia detection and 
classification? 

RQ2 is motivated to evaluate 
the models by comparing the 
effectiveness of machine 
learning algorithms against 
other supervised methods in 
early schizophrenia detection 
and classification. 

RQ3 What are the differences in 
performance metrics such 
as accuracy, precision, and 
sensitivity when employing 
machine learning to detect 
early signs of schizophrenia 
compared to alternative 
supervised machine 
learning approaches? 

RQ3 is motivated by the need 
to thoroughly compare 
machine learning approaches 
to other supervised methods 
in order to assess their 
effectiveness in identifying 
early indicators of 
schizophrenia. 

TABLE II 
REPOSITORIES AND THE CORRESPONDING SEARCH STRINGS 

Digital 

database 

Field Search strings No. 

IEEEXplore All (Mental Health) OR 
(Schizophrenia) AND 
(Machine Learning) 
AND (Classification) 

153 

SpringerLink Artificial 
Intelligen
ce, 

Schizophrenia 
classification using 
Computational 
Intelligence, 
Bioinformatics, 
Computational 
Biology/Bioinformatics 
machine learning 

415 

Digital 

database 

Field Search strings No. 

Scopus All Machine Learning 
AND Schizophrenia 
AND Mental Disease 
AND Mental Health 
AND Classification 
AND Deep Learning 
AND Classification 
Algorithm And 
Machine Learning 

8 

Web of Science All Mental health and 
Schizophrenia and 
Machine Learning and 
Classification 

155 

ScienceDirect All Machine Learning 
AND Schizophrenia 
AND Mental Disease 
AND Mental Health 
AND Classification 
AND Deep Learning 
AND Classification 
Algorithm And 
Machine Learning 

513 

Wiley Online 
Library 

All Mental Health, 
Schizophrenia, 
Machine Learning, 
Classification 

329 

Overall  1,573 

C. Searching Process 

This section describes how articles were chosen for the 
study. It involved using machine learning to search various 
digital scientific databases for recent studies on the early 
detection of schizophrenia. Table 1 presents the databases, 
their fields, search terms, and the initial number of studies 
found. Each article was extracted from these databases 
manually, focusing on journal articles and conference 
proceedings. 

D. Inclusion and Exclusion Criteria 

After the searching process, in order to ensure that only 
relevant studies were included in the literature review, 
specific criteria were established to assess the eligibility of 
each study. For inclusion in the review, articles needed to 
meet various conditions, such as must be related to the topic 
of mental health specifically schizophrenia and if the articles 
written is not focused on the topic and other than the chosen 
keywords will be excluded from consideration due to 
potential complicated challenges. A comprehensive list of the 
inclusion and exclusion criteria is provided in Table 3. 

TABLE III 
INCLUSION AND EXCLUSION CRITERIA 

Inclusion Criteria Exclusion Criteria 

The articles must be focused 
on and related to mental 
health, schizophrenia applied 
in machine learning, or deep 
learning based on 
classification models. 

Studies that are not related to 
the topic or only related to any 
one subtopic, like 
schizophrenia, machine 
learning, deep learning, or 
classification, but not all of the 
above. 

Each article must be written in 
clear and comprehensible 
English and published in an 

Articles written in languages 
other than English or those that 
are inaccessible. 
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Inclusion Criteria Exclusion Criteria 

accessible format. 
Each article should present 
empirical evidence that 
directly addresses the research 
questions relevant to the topic. 

Literature reviews, opinion 
pieces, editorials, and non-
peer-reviewed sources that do 
not directly contribute to 
answering the research 
questions are not accepted 

The publication year of each 
article must be within 2019-
2024. 

Article published outside of 
the period specified 

E. Quality Assessment 

Alongside implementing inclusion and exclusion criteria, a 
thorough quality assessment (QA) was carried out to refine 
the data collection and analysis scope. The primary objective 
of the QA was to assess the quality of the author’s responses 
to the research questions posed in the SLR. This assessment 
facilitated the precise extraction of pertinent information 
while eliminating irrelevant research studies. Table 4 provides 
a detailed depiction of the QA standards. 

TABLE IV 
QA QUESTIONNAIRE 

No QA Question 
Relevant 

to the RQ 

QA1 What appropriate machine learning 
algorithms can be chosen for the task of 
early detection and classification of 
schizophrenia? 

RQ1 

QA2 How are the alternative supervised 
machine learning methods chosen for 
comparison appropriate for the task and 
widely recognized field of schizophrenia? 

RQ2 

QA3 What are the appropriate performance 
metrics to evaluate the effectiveness of 
machine learning in detecting early signs 
of schizophrenia? 

RQ3 

TABLE V 
QA SCORING MATRIX 

QA Question Score 

The author(s) have presented a comprehensive, 
clear, and unambiguous explanation of the 
responses to the particular RQ. 

High = H = 
1 

The author(s) have provided some elaboration, 
but it is not specific or detailed and lacks clarity 
regarding the particular RQ. 

Medium = 
M = 0.5 

The author(s) have provided minimal to no 
technical information addressing the particular 
RQ. 

Low = L = 
0 

 
All the research papers underwent an evaluation procedure 

based on the quality assessment questionnaire outlined 
previously in Table 5. A scoring matrix in Table 5 was used 
to assign and evaluate each paper's score. Only papers with a 
score greater than three were deemed acceptable and inclusive 
in this research review, while those with a lower score would 
be considered exclusive. 

F. Data Collection 

After evaluating the quality of the research papers, any 
unrelated to the study will be excluded. The next step is to 
extract the data, which involves thoroughly analyzing and 
gathering significant information from each research paper 

that has passed the quality assessment. This process creates a 
list of papers with specific details that can be used for paper 
classification and further analysis. The information and 
details extracted from the primary research studies are 
summarized in Table 6. 

TABLE VI 
DATA COLLECTION 

Data Fields Description 
Research 

Questions 

Reference ID Unique ID for each primary 
study for documentation 
purposes 

RQ1 

No. of Primary 
Studies 

Number of studies qualified 
after a quality scoring scheme 

RQ1 

Year Year of publication RQ1 
Publication 
Source 

Type of study and publication 
name where the primary study 
was conducted 

RQ1 

Databases Name of the digital database 
for each primary study 

RQ1 

Objectives Major objectives of the study RQ1 
Machine 
Learning 
Algorithms 

Machine learning algorithms 
used in the study 

RQ2 

Comparison with 
Other Methods 

Comparison of machine 
learning algorithms with other 
methods 

RQ2 

Limitations Limitations of the study RQ3 
Future Works Future works suggested by the 

study 
RQ3 

 

 
 

Fig. 2  PRISMA diagram 

G. Data Analysis 

This section marks the concluding phase of the systematic 
literature review methodology. It involves analyzing the 
primary studies and the extracted data from each study to 
address the three main research questions posed in this study. 
The quality assessment report, containing details of the 
primary studies, their main concepts, and their respective 
quality scores, is discussed. 
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III. RESULTS AND DISCUSSION 

In this SLR, a comprehensive search was conducted across 
numerous scientific databases, including Web of Science, 
IEEE Xplore, Scopus, ScienceDirect, ACM, SpringerLink, 
and Wiley Online Library, finding 1,573 results. Following 
the PRISMA procedure, we narrowed our selection to 40 
papers that addressed our study questions. Therefore, the brief 
background and methods utilized in the primary research are 
valid. The results demonstrated that the primary studies are 
topic-focused and the review is valid. 

A. RQ1: How can machine learning algorithms be effectively 

utilized to develop predictive models for the early 

detection and classification of schizophrenia? 

Machine learning algorithms have shown significant 
potential in the early detection and classification of 
schizophrenia, leveraging various techniques and data 
sources. Hybrid deep learning models integrating fMRI, 
retinal imaging, EEG, and biomarkers have achieved up to 
98% detection accuracy, with retinal imaging alone providing 
an 86% detection rate [4]. Deep learning, particularly 
convolutional neural networks (CNNs), has proven effective 
in processing complex image data such as retinal and OCT 
scans. Traditional machine learning models like SVM have 
also excelled, achieving a 100% precision rate in diagnosing 
schizophrenia from EEG data [14]. The predictive power of 
ML models for clinical features such as insomnia, depression, 
and anxiety, contributing to personalized care by anticipating 
symptoms and treatment outcomes [15]. Furthermore, the 
efficacy of Random Forest algorithms applied to event-related 
potentials (ERP), achieving 96.4% accuracy and underscoring 
the importance of sensor placement and detailed feature 
extraction [16]. Despite these advancements, challenges 
remain regarding data quality, biases, and the external validity 
of models in diverse clinical settings. Addressing these issues 
is crucial for enhancing the reliability and applicability of 
machine learning in schizophrenia diagnosis and early 
intervention. 

The study investigated the use of various machine-learning 
algorithms to detect and classify schizophrenia. The 
algorithms examined included Decision Tree, Gaussian Naive 
Bayes, k-Nearest Neighbors, Support Vector Machine, and 
XGBoost [17]. Using Matlab’s statistical tools with five-fold 
cross-validation to avoid overfitting, they discovered that 
XGBoost was the most effective algorithm. Similarly, 
Support Vector Machine, Random Forest, and Convolutional 
Neural Network were utilized on MRI data, finding that SVM 
achieved an accuracy of 75% [18]. SVM, AdaBoost, and 
XGBoost were employed on EEG data, highlighting XGBoost 
as the top performer after balancing the classes with SMOTE 
[19]. SVM, Multinomial Naive Bayes, Random Forest, and 
XGBoost were applied on brain imaging data, showing 
promising results across all models [20]. Additionally, Radial 
Basis Function neural network was used on EEG recordings, 
which outperformed other traditional algorithms [21]. 

Another study has demonstrated the potential of structural 
MRI, fMRI, ERP, and facial expression data in distinguishing 
schizophrenia patients from healthy controls with significant 
accuracy. For instance, deep capsule networks and ensemble 
techniques have improved classification accuracy to 82.83% 
and AUC values up to 0.9141 [22], while CNN models based 

on facial expressions achieved 95.18% accuracy [23]. 
Moreover, Random Forest and SVM models have shown 
promise in schizophrenia diagnosis and predicting aggressive 
behaviors in hospitalized patients, with sensitivity and 
specificity values reaching up to 91.7 [24], [25]. However, the 
impact of comorbidities such as antisocial personality 
disorder and substance use disorder on model performance, 
the complexity of interpreting nonlinear models, and the need 
for external validation highlight areas for further research 
[26]. Overall, integrating diverse machine-learning 
approaches enhances the accuracy and robustness of 
schizophrenia prediction, paving the way for precise, data-
driven clinical applications. 

Machine learning algorithms such as logistic regression, 
deep neural networks, decision trees, support vector machines 
(SVMs), and k-nearest neighbors (k-NNs) have been 
effectively used for early detection and classification of 
schizophrenia using peripheral inflammatory biomarkers 
[27]. Techniques such as feature extraction and sequential 
feature selection with grid search for optimal hyperparameters 
have also proven effective for early detection and 
classification based on event-related potentials (ERPs) [28]. 
Furthermore, an ensemble learning method combining SVM 
and PAM algorithms is successful in classifying 
schizophrenia using peripheral blood gene expression profiles 
[29]. Multiple kernel learning (MKL) classifiers have also 
been shown to be effective for early detection using ERPs 
[30]. Various classification algorithms such as SVM, KRR, 
TWSVM, TBSVM, LSTWSVM, and RELSTSVM have been 
used for detection using MRI [31]. 

B. RQ2: How does the performance of machine learning 

algorithms compare with other supervised methods in the 

context of early schizophrenia detection and 

classification? 

Machine learning algorithms significantly outperform 
traditional supervised methods for early schizophrenia 
identification and categorization. SVM's demonstrated better 
precision, attaining 100% accuracy in diagnosing 
schizophrenia from EEG signals, with SVM and CNN models 
surpassing Logistic Regression, Random Forest, and 
XGBoost [5]. CNNs have been shown to be effective at 
classifying both first-episode psychosis (FEP) and chronic 
schizophrenia patients [4]. 96.4% accuracy utilizing Random 
Forest algorithms on event-related potentials (ERP), claimed 
to be outperforming earlier models [16], [28], [31]. 
Researchers' structural MRI investigation found that an SVM 
and RFE framework delivers over 85% classification 
accuracy, outperforming PCA, ICA, and TBFS approaches. 
Combining neurocognitive and electrophysiological features 
with XGBoost results in 93.28% accuracy and 97.91% AUC, 
outperforming logistic regression and random forest. These 
studies indicate that machine learning algorithms, particularly 
SVM, CNN, Random Forest, and XGBoost, offer higher 
accuracy and precision compared to traditional methods, 
although challenges like data availability and external validity 
remain [32], [33]. 

Multiple machine learning methods were compared and 
determined that XGBoost was the most effective, excelling in 
both accuracy and the area under the curve (AUC) [18]. 
Similarly, XGBoost surpassed SVM and AdaBoost in 
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performance, especially after applying SMOTE for class 
balancing, proving highly effective in detecting schizophrenia 
[20]. The Random Forest algorithm achieved the highest 
accuracy and AUC among the models they examined [21]. 
Additionally, the study discovered that their Radial Basis 
Function neural network method outperformed SVM, BLDA, 
GNB, KNN, and AdaBoost, showing significant 
improvements in various performance metrics [22]. 

These machine-learning approaches were compared to 
other supervised techniques, and the results show that 
ensemble methods, such as decision forests with multiple 
trees, enhance classification accuracy. Neural networks have 
demonstrated great sensitivity in diagnosing schizophrenia 
[28]. The SVM model attained 91% sensitivity and 90.8% 
specificity, demonstrating its superior early detection 
capabilities [29]. Ensemble models accurately categorized 
schizophrenia samples [30]. The MKL classifier used ERPs 
to classify patients from controls with 86% accuracy [31]. 

The performance of machine learning algorithms in the 
context of early schizophrenia detection and classification 
demonstrates a notable improvement over the traditional 
supervised method. Studies highlight that deep learning 
approaches, such as deep capsule networks and ensemble 
techniques, significantly enhance classification accuracy. 
Capsule network ensemble approach outperformed other 
methods, achieving an 82.83% classification accuracy and an 
AUC value of up to 0.9141, thus surpassing conventional 
classifiers like SVM, ELM, and CNN [23]. Similarly, the 
machine learning models, including Random Forest, Multi-
Layer Perceptron, Lasso, and SVM, effectively predicted 
aggressive behaviors in hospitalized schizophrenia patients, 
with the Random Forest model demonstrating superior 
predictive value [26]. This indicates that machine learning not 
only improves accuracy but also aids in managing clinical 
outcomes more precisely. However, limitations such as the 
instability of shallow classifiers, the need for external 
validation, and the challenge of interpreting complex models 
suggest areas for further development. Overall, machine 
learning algorithms, particularly when integrated with 
advanced techniques like deep learning, offer a more robust and 
accurate approach to schizophrenia detection and classification 
compared to traditional supervised methods, paving the way for 
more effective clinical applications [23], [26]. 

C. RQ3: What are the differences in performance metrics 

such as accuracy, precision, and sensitivity when 

employing machine learning for detecting early signs of 

schizophrenia compared to alternative supervised 

machine learning approaches? 

When it comes to recognizing early indicators of 
schizophrenia, machine learning techniques outperform 
traditional supervised methods in terms of accuracy, 
precision, and sensitivity. PCA, ICA, and TBFS in feature 
selection outperformed by achieving over 85% accuracy with 
SVM and RFE [34]. A 100% accuracy rate was claimed for 
detecting schizophrenia using EEG signals, with SVM and 
CNN models outperforming Logistic Regression, Random 
Forest, and XGBoost [5]. CNNs were discovered to be 
effective at classifying FEP and chronic schizophrenia 
patients using retinal pictures, even though OCT metrics 
underperformed [4]. 96.4% accuracy was achieved with 

Random Forest on ERP data, emphasizing the necessity of 
thorough feature extraction and sensor location [16]. Machine 
learning has been noted to effectively predict schizophrenia 
symptoms, although data quality and bias remain concerns 
[17]. These studies collectively suggest that SVM, CNN, and 
Random Forest algorithms offer higher accuracy, precision, 
and sensitivity than traditional methods, though 
improvements in data quality and external validity are needed. 

The study highlighted the impressive performance metrics 
of XGBoost, which achieved a recall of 94.51%, an accuracy 
of 94.25%, an F1 score of 94.92%, and a precision of 94.62%, 
making it the top performer among the algorithms tested [18]. 
The study focused on accuracy, reporting that SVM reached 
75% but did not provide detailed information on other metrics 
like precision and sensitivity [19]. XGBoost had the highest 
accuracy at 93% and superior precision and sensitivity 
compared to other methods [20]. The Random Forest 
algorithm achieved an accuracy of 68.6% and an AUC of 
0.680 but did not provide precision and sensitivity values [21]. 
The study noted that their Radial Basis Function neural 
network achieved a balanced accuracy of around 93%, with 
high precision and recall values also around 93%, 
outperforming other algorithms across several performance 
metrics [22]. 

This study explicitly highlights differences in performance 
metrics such as accuracy, precision, and sensitivity when 
using machine learning to detect early signs of schizophrenia 
compared to alternative supervised machine learning 
approaches [28]. This study does not directly compare these 
performance metrics with other supervised machine learning 
methods [29]. Similarly, this study did not explicitly compare 
machine learning performance metrics with other supervised 
approaches for early detection of schizophrenia [20]. This 
analysis did not directly compare performance metrics for 
using machine learning to detect early signs of schizophrenia 
compared to other methods [21]. This study did not explicitly 
compare performance metrics and alternative supervised 
machine-learning approaches for detecting early signs of 
schizophrenia [22]. 

Another study reported that a deep capsule network 
ensemble achieved 82.83% accuracy and an AUC value of up 
to 0.9141, outperforming traditional classifiers like SVM, 
ELM, and CNN [24]. Similarly, it has been found that a CNN-
LSTM model achieved a remarkable 99.25% accuracy in 
diagnosing schizophrenia using EEG signals, significantly 
surpassing conventional machine learning methods such as 
SVM, KNN, and Random Forest [25]. A hybrid deep learning 
technique with Mayfly optimization has been highlighted for 
improving model performance in EEG signal classification, 
achieving lower loss and higher accuracy compared to other 
classifiers [35][36]. Additionally, it was demonstrated that a 
CNN model based on facial expression analysis achieved 
95.18% accuracy, indicating a robust ability to distinguish 
schizophrenia patients from healthy controls [34]. These 
findings underscore the enhanced performance of deep 
learning models in terms of accuracy, precision, and 
sensitivity, making them more effective for early detection 
compared to traditional supervised methods [23], [24], [35], 
[36], [37], [38]. 
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D. Limitation of Study 

The research on early schizophrenia identification and 
classification using machine learning algorithms reveals 
numerous constraints that impact their usefulness and 
dependability. While noninvasive technologies such as fMRI 
and CNN are promising, their breadth is limited [3]. Their 
emphasis on retinal imaging and related metrics may overlook 
other important criteria for a thorough diagnosis. This narrow 
focus may limit the strength and generalizability of their 
findings across groups and environments. 

The difficulties created by the restricted use of EEG in 
detecting neurodegenerative illnesses, particularly in 
generating valid data from case-control groups, were 
discussed [5]. Similarly, OCT machine metrics were noted to 
have limited classification performance for schizophrenia 
patients, and deep features near the output layer may be 
ineffective [4]. These limitations suggest that, while these 
machine learning approaches show promise, their current 
implementations may only be trustworthy and accurate 
enough for widespread clinical usage if further refined and 
validated. 

Further constraints are identified throughout these 
machine-learning models' evaluation and testing stages. The 
method for early diagnosis of schizophrenia has not been 
verified in clinical settings, raising questions regarding its 
external validity [16]. Furthermore, the effect of medicine on 
model performance was not tested, which could affect 
accuracy. Broader issues such as data quality, bias, and patient 
confidentiality, which can affect the reliability and usefulness 
of machine learning models in various clinical scenarios, have 
been addressed [17]. These limitations highlight the 
importance of continued research and development in 
improving machine learning algorithms' practical utility and 
accuracy in the early diagnosis and classification of 
schizophrenia. 

IV. CONCLUSION 

The systematic literature review (SLR) comprehensively 
examined the use of machine learning (ML) algorithms for the 
early detection and classification of schizophrenia, revealing 
their substantial advantages over traditional supervised 
methods. Across 40 selected studies, various ML techniques 
demonstrated superior accuracy, precision, and sensitivity. 
Studies highlighted that deep learning models, such as CNN-
LSTM, capsule networks, and hybrid deep learning 
approaches, consistently outperformed traditional classifiers 
like SVM, ELM, and Random Forest. The integration of 
advanced optimization techniques further enhanced the 
performance of these models, indicating the potential of ML 
in effectively handling complex and varied data types for 
schizophrenia detection. 

However, the review also identified several limitations 
impacting the practical application of these ML models in 
clinical settings. Significant concerns were a narrow focus on 
specific data types, challenges with data quality and bias, and 
the lack of external validation. Some studies emphasized the 
need for comprehensive diagnostic features and valid data 
from diverse case-control groups. Additionally, the impact of 
comorbidities and medication on model performance and 
issues related to patient confidentiality were noted as critical 

areas needing further research and development. These 
challenges highlight the necessity for ongoing efforts to 
enhance data quality, address biases, ensure external 
validation, and improve model interpretability to optimize 
ML algorithms for clinical use in schizophrenia diagnosis. 
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