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Abstract-Concerning the implementation of the government policy regarding the Restriction of Community Activities (PPKM) during 

the COVID-19 pandemic era, there are still discrepancies in the economic sector and population mobility. This issue emerges due to 

irrelevant data and information in one region of Indonesia. The data differences should be carefully solved when implementing the 

PPKM policy. Besides, the PPKM must also pay attention to some specific factors related to the real conditions of a region, such as the 

data on the epidemiology of COVID-19, economic situations, and population mobility. These three are called Multi Factors. Then, based 

on the data, COVID-19 has a specific spreading period that cannot be repeated and thus is called temporal. Therefore, using the Multi-

Temporal Factors approach to identify their correlation with the PPKM policy by applying Machine Learning, such as the Multiple 

Linear Regression model and Dynamic Factors, is essential. This research aims to analyze the characteristics and correlations of the 

COVID-19 pandemic data and the effectiveness of the government's policy on community activities (PPKM) based on the data quality. 

The results show that the accuracy of the multiple linear regression models is 84%. The Dynamic Factor shows that the five most 

important factors are idr_close, positive, retail_recreation, station, and healing. Based on the ANOVA test, all independent variables 

significantly influence the dependent one. The linear multiple regression models do not display any symptoms of heteroscedasticity. 

Thus, based on the data quality, the implementation of PPKM by the government has a practical impact. 
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I. INTRODUCTION

The spreading development of COVID-19 throughout the 
world is getting higher. According to information from the 
World Health Organization (WHO), there have been 
242,348,657 people suffering from this virus, and 4,927,723 
of them have been confirmed dead [1]. COVID-19 has 
become a serious global problem, significantly resulting in 
considerable losses in the world’s health and economy [2]. 
The pandemic has forced all countries to innovate to reduce 
mortality and support economic recovery [3]. Now that the 
World Health Organization has declared the COVID-19 
pandemic, [4]. There has been an increasing number of 
studies on this virus [3], such as the shift from pandemic to 
endemic status, which is becoming more difficult to forecast 
as death tolls rise globally [1]. Therefore, the Indonesian 
government needs to issue some policies or regulations to 

anticipate the risks caused by COVID-19. Many countries 
have imposed strict policies such as lockdown [6]-[7]. 

The number of positive COVID-19 cases until October 20, 
2021, in Indonesia, is 4,236,287, with a recovery number of 
4,076,541, and there have been 143,049 people who have 
passed away due to the virus [8]. Regarding mortality, 
Indonesia ranks fourth in Southeast Asia [9]. However, the 
death rate is predicted to increase if proper prevention 
programs are not carried out consistently. In response to the 
development and spread of COVID-19 in Indonesia, the 
government has implemented restrictions on community 
activities (PPKM) in the education, health, economics, and 
population mobility sectors [9]. The policy is intended to 
reduce the death rate. 

The PPKM policy has had some positive effects in its 
implementation, especially in the health sector, where the 
mortality rate has dramatically decreased [10]. However, 
what about other fields like the economic sector and 
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population mobility? Of course, everyone expects more stable 
conditions. There are still discrepancies or different health, 
economic, and population mobility results. The PPKM 
imposes considerable costs due to reduced economic 
activities [11]-[12]. The main reason is the unavailability of 
exact and relevant information on the real conditions of the 
spread of COVID-19 in many regions of Indonesia. 

Moreover, the information authenticity still needs to be 
verified [13]. The data differences must be carefully watched 
when implementing the PPKM policy. Previous research 
explained that relevant information sources could be used to 
improve effective and efficient information transparency as 
the main key to performing better public services in 
informative policymaking [14]-[15]. 

Therefore, the PPKM policy must strongly consider what 
factors are relevant to the conditions of specific regions, such 
as precise data on the health, economy, and people’s mobility 
sectors. Seeing the characteristics of the data, the spread of 
COVID-19 occurs during specific periods, and it cannot be 
repeated; So, it is called temporal. This study employs a 
Machine Learning technique, i.e., the Multiple Linear 
Regression model, to deal with the challenges posed by the 
data. 

Regression refers to the additional research conducted to 
determine the link between the influence of COVID-19 and 
other parameters [16]-[17]. The influence of COVID-19 is 
quite complicated since it impacts several sectors, which are 
referred to as Multi-Temporal Factors. Based on the 
occurrence of complexity conditions, machine learning 
models [18] and statistics [19] are utilized to construct an 
effective computational model for intervening in COVID-19 
pandemic policies [20]-[21]. 

Based on research problems, this research examines the 
data validity in some regions regarding implementing the 
PPKM policy. The data characteristics to be tested are taken 
from the health sector, including daily positive, daily healing, 
daily complete vaccine, and daily death. The data from the 
economic sector include the value of the Indonesian Rupiah 
and IHSG, while the population mobility sector covers retail 
recreation, grocery-pharm, parks, stations, workplaces, and 
residency. The data sources for this research originated from 
the Ministry of Health of the Republic of Indonesia and the 
COVID-19 Task Force, including the epidemiological, 
pandemic, economic, and population mobility data in a 
specific area during the implementation of the PPKM policy. 
The data are taken from August 9 to October 25, 2021. This 
research aims to analyze the characteristics and correlations 
of the data related to the spread of COVID-19 on the 
economic sector and population mobility to provide initial 
information on the effectiveness of government policies in 
handling the COVID-19 pandemic. The contributions of this 
research to knowledge development are as follows: 

 Using multiple linear regressions to predict the 
mortality rate in DKI Jakarta, Indonesia, based on 
multi-temporal factors. 

 Using Dynamic Factor to analyze significant Multi-
Temporal Variables as the primary reason for mortality. 

 Using the F-Test, T-Test, R-Square, and Assumption 
Test to Evaluate Multiple Linear Regression Models. 

 

II. MATERIALS AND METHODS 

The data set used to analyze the effects of COVID-19 on 
the specific sector, such as the economic conditions and 
population mobility, is taken from Yahoo Finance and Google 
Mobility. Meanwhile, epidemiological data comes from 
COVID-19 cases in the Special Region of Jakarta. The data 
set is a time series taken from August 9 to October 20, 2021. 
Next, this research uses the CRIPS-DM method, which 
includes Business Understanding, to analyze the 
characteristics and correlations of COVID-19 on the 
economic sector and population mobility. 

 

 
Fig. 1  Epidemiological Dataset Visualization 

Figure 1 represents the epidemiological data distribution in 
DKI Jakarta, Indonesia. 

 

 
Fig. 2  Mobility Dataset Visualization 
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Figure 2 represents the mobility data distribution in DKI 
Jakarta, Indonesia. 

 

 
Fig. 3  Econo mic Dataset Visualization 

Figure 3 represents the economic data distribution in DKI 
Jakarta, Indonesia. The set consists of epidemiological, 
economic, and population mobility data. The Data 
Preparation uses linear interpolation techniques. The 
Modeling uses Dynamic Factors and Multiple Linear 
Regression. The stage Evaluation identifies the quality and 
effectiveness in the modeling phase by F-Test (ANOVA), T-
Test, R-Square, Assumption Test, Linearity Test, Normality 
Test, Auto Correlation Test, and Homoscedasticity Test. The 
stage Result means the findings on the research problems. Fig. 
4 shows the methodology used in our research. 
 

 
Fig. 4  Research Methodology 

A. Linear Interpolation 

The values are obtained between two data based on a linear 
equation. Linear interpolation is a method to specify a 
function value of a linear equation based on the law of 
proportionality [22]. Linear interpolation is used to input 
blank values in the data preparation process. The following is 
the linear interpolation formula: 

 � �  
�����	
�

���.�
���. � � ������. �. ��  (1) 

Note:  
�  = interpolation value 
r-������   = range of ������  from two closest �. �  

 

Several studies have been added Linear interpolation was 
used to estimate the population in many research [23]. 
Investigate two paths to recovery where the immunization 
agenda objective (IA2030) is met by 2030 or less than 10% 
by linearly extrapolating coverage to that year [24]. During 
the COVID-19 epidemic, aggregate each daily time series and 
linearly interpolate each funeral time series to produce daily 
values [25]. 

B. Dynamic Factor 

The Dynamic Factor (DF) is a parsimony model that can 
overcome issues like missing data and mixed frequency and 
can potentially estimate many variables [26]. Of course, due 
to the number of Multi-Temporal Factors variables, the DF 
model is used to generate futures that are the most influential 
on the impacts of COVID-19. DF is a flexible model for 
observing multivariate time series. It is a linear function of 
covariates and unobserved factors and has an autoregressive 
vector structure. Unobserved factors may also be a function 
of covariates. It can also find possible dependent variables 
that allow autocorrelation to occur. 

Several studies have been added Dynamic factors are used 
to analyze dynamic factors that predict general 
macroeconomic trends [27]. The bootstrap approach 
improves the performance of limited samples from 
autoregression in dynamic factor models [28]. This study 
aims to use dynamic factor models to examine the correlation 
between school enrollment and unemployment rates at the 
national level [29]. 

C. Multiple Linear Regression (MLR) 

MLR is a model used to investigate the relationship 
between several responses and predictor variables [30]. The 
goal of the MLR test is to make a prediction about the value 
of the dependent or responder variable (�) based on the values 
of the independent or predictor variables ( 1,  2, ...,  #). 
Several studies have been add MLR is used to evaluate data 
in real-time to investigate new active cases of the COVID-19 
pandemic [31]. The following is the MLR formula: 

 � �  $ %  &1 1 %  &2 2 %  &# # % �       (2) 

Note: 
Y = Independent or response variable. 
X = Predictor or independent variable. 
α = Constant. 
β = Slope or estimate coefficient. 

D. F-Test, T-Test, and R-Square 

The F-test (ANOVA), also known as the analysis of 
variance, is a statistical test that may be used to characterize 
the connection between independent variables and predictors 
and determine the level of the variable that performed the best 
[32]. ANOVA is a decision-making tool to identify variations 
in process parameters [33] from predetermined predictors 
[32]. The F-test measures the magnitude of the difference in 
variance between two or more groups. 

The T-test is a statistical method used to measure the effect 
of the independent variable on the primary variable by 
adjusting the existing hypothesis [34]. T-test measures the 
difference between two or more means among groups [34]. T-
test aims to measure the difference between two or more 
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means among groups. Meanwhile, the R-square indicates the 
determinant coefficient used to discover the significant 
relationship among several variables in a clearer sense. 
Several studies have been added to the F-Test feature 
selection in the ensemble stacking model for breast cancer 
prediction [35]. Several methods for performing ANOVA 
with binary dependent variables in a 2-way layout are 
compared to the parametric F-Test [36]. 

E. Assumption Test 

The assumption test is crucial to ensure that the estimates 
taken from the analysis are interpreted correctly. The most 
expedient method of the assumption test reminds back of an 
introductory statistics course, i.e., plotting the data. By 
visualizing the correlations, one can assess whether the 
intention or behavior data deviates from the normal 
distribution curve and whether there are asymmetries in the 
data distribution [37]. Classical Assumption Test is an 
analysis conducted to check for classical assumption 
problems in an Ordinary Least Square (OLS) linear regression 
model. The assumption tests used consist of Linearity, 
Normality, Autocorrelation, and Homoscedasticity tests[38]. 
Some studies have added assumption checks to estimate the 
standard error [39]. Putting the assumption test to the test may 
enhance the evidential value of research [40]. 

III. RESULTS AND DISCUSSION 

A. Dynamic Factor (DF) 

DF is used to explain how much variability in a factor can 
be attributed to its connection with other related factors, and 
it is expressed as a number between 0.0 (failed to model the 
data properly at all) and 1.0 (perfect) [41]. Then, we can find 
out the important factors that greatly affect it. Fig. 5 shows 
the dependent and independent variables from the results of 
the coefficients. There are some of the most influential 
variables, i.e., idr_close, positive, retail_recreation, station, 
and healing. 

 

 
Fig. 5  Plot Coefficients of Determination 

B. Multiple Linear Regression 

Of course, there are determined variables in the multiple 
linear regression models, namely the independent and 
dependent ones. The independent variables use parameters 
like positive, healing, complete_vaccine, retail_recreation, 
grocery_pharm, parks, station, workplace, residency, 
ihsg_closed, and idr_closed. Meanwhile, the dependent 
variables only use death as the main parameter. 

 

1)  Model Validation: 

The machine learning validation uses OLS models. Fig. 6 
shows that the F-statistic value is 17.77 and the P-Value is 
0.00. The fact that the F-Statistic is higher than the P-Value 
means the independent variables simultaneously become a 
significant explanation for the dependent ones, making the 
regression model feasible for the research. Based on the OLS 
model, the coefficient of determination (R-Square) is 0.84. It can 
be assumed that the mortality is influenced by a known factor of 
0.84. The residual value of the coefficient of determination is 
0.16, and other unidentified factors influence it. 

 

 
Fig. 6  OLS Regression Result 

2)  T-test:  

From the result of the conducted T-Test, there are yielded 
hypotheses as follows: 
'0 = no significant effect 
'1 = significant effect 
∝   = 0.05 (significance level/threshold) 

Based on the model validation using OLS, the t-test 
hypothesis can be described as follows:  

 If the value of variable *+  (positive) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of variable *-  (healing) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of variable *. (complete_vaccine) is higher than 
the significance level ⇒ hypothesis '1 is accepted. 

 If the value of */  (retail_recreation) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *0 (grocery_pharm) is higher 
than the significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *1  (parks) is higher the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *2 (station) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *3 (workplace) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *4 (residency) is higher than the 
significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *+5 (ihsg_closed) is higher than 
the significance level ⇒ hypothesis '1 is accepted. 

 If the value of the variable *++ (idr_closed) is higher than 
the significance level ⇒ hypothesis '1 is accepted. 
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It can be concluded that the independent variables that are 
lower than the level of significance ( 1,  2,  3,  4,  5,  6, 
 7,  8,  9,  10, and  11) do not affect the dependent ones. 
Meanwhile, the independent variables that are higher than the 
level of significance ( 3) can influence the dependent ones. 

3)  Assumption Tests 

Residual analysis is conducted to validate the machine 
learning model. The following is a list of assumption tests that 
will be carried out to determine the model validity: 

 Linearity Test 

The curve regression method is used to conduct the 
linearity test. This method describes the linear connection 
between the   and � variables. The following is the linearity 
assumption curve. The scattered plots in Fig. 7 show the 
residuals evenly distributed around the diagonal line, so it can 
be assumed that the independent and dependent variables are 
linked in a straight line. 

 

 
Fig. 7  Linearity Assumption 

 Normality Test 

If the dependent, independent, or both variables have a 
normal distribution, then the regression model passes the 
normality test. The regression model may be considered valid 
if the data follow a normal distribution or one very near to 
normal. Based on the assumptions above, the following 
hypotheses can be written:  
'0 = normally distributed.  
'1 = not normally distributed. 

Fig. 8 shows that the P-value which is calculated using the 
Anderson-Darling method, is 0.032. This is lower than the 
specified threshold value of 0.05, which means that '0 is 
rejected and '1 is accepted. 

 
Fig. 8  Residual Distribution 

 Autocorrelation 

The calculation of the Durbin-Watson [42], results in a 
score of 1.73, meaning there is little or no autocorrelation, and 
the assumption is completed. Prior studies compensated for 
mistakes using neural network autocorrelation for time series 
[43], and identified a causal association in time series data 
sets[44]. 

 Homoscedasticity 

Fig. 9 demonstrates that the residual points are distributed 
uniformly throughout the Y-axis, above and below 0 (zero). 
The conclusion holds that the regression model displays no 
signs of heteroscedasticity. The simultaneous evaluation of 
normality and homoscedasticity in linear fixed effects models 
is supported by prior research [45], [39]. 

 

 
Fig. 9  Homoscedasticity Assumption 

C. Data Visualization 

The data visualization is also conducted to understand the 
data distribution pattern better. Three observed factors are 
health, economic sector, and people mobility. 

1)  Health 

Fig. 10 Suggests that the health sector's adoption of the 
PPKM strategy has resulted in a significant drop in the death 
rate. 
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Fig. 10  Trend on the Death Rate 

2)  Economic Sector 

From Fig. 11, it can be concluded that implementing the 
PPKM policy from the economic sector at the idr_close 
parameter has a practical impact, but the decreasing inflation 
is not so significant. 

 

 
Fig. 11  Trend on idr_close Data 

Fig. 12 shows that the implementation of the PPKM policy 
has an effective impact on the composite stock price index. 

 

 
Fig. 12  Trend on the Stock Price Index Data 

3)  People’s Mobility 

Fig. 13 shows that people's mobility has been limited to 
stop the spread of COVID-19, but there is more mobility in 
retail, recreation, and grocery farms. This shows that the 
implementation of the PPKM policy poses a problem. 

 

Fig. 13  Trend on People’s Mobility Data 

IV. CONCLUSIONS 

Based on the OLS model, the accuracy value is 84%. The 
residual value of the coefficient of determination is 0.16, 
meaning other unidentified factors influence 16%. This is a 
good accuracy value, so it can be stated that the multiple linear 

regression model performs well as expected. The multiple 
linear regression models have successfully passed all the tests 
in the model validation step. In the F-test, all independent 
variables significantly affect the dependent ones. Furthermore, 
based on the Assumption Test, there is a linear relationship 
between the independent and dependent variables. The 
normality assumption has been met, no autocorrelation found 
in the data, and no symptoms of heteroscedasticity in the 
model. Therefore, based on the quality of data on trends in 
health, economics, and people’s mobility (the Multi-
Temporal Factors), the implementation of PPKM policy by 
the government has effective impacts, although there are still 
some dilemmas found in the economic sector and people’s 
mobility. 

For future study, investigate first the most critical aspects 
that are believed to be the primary determinants of the 
COVID-19 pandemic model in Indonesia. They rank second, 
using numerous criteria besides death. Lastly, develop a new 
pandemic model by comparing current machine learning 
models. Fourth, a strategy to optimize the goal function of all 
mortality-influencing factors is needed. Increase the quantity 
of datasets available for future study. Sixth, location and time 
objects are added to compare the pandemic models and see 
whether they follow the same pattern. In addition to, R-Square 
and other variables such as RMSE, MAE, and MAPE is 
required to evaluate the model. 
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