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Abstract—Residual Networks (ResNet) mark a crucial advancement in convolutional neural network architecture, effectively tackling 

challenges like vanishing gradients for improved pattern detection in various image classification tasks. This study introduces a novel 

adaptation of the ResNet50 architecture that integrates a multi-head attention mechanism (MHA), coined MHA-ResNet50, for 

discerning coral reef structures within images. Strategic modifications are applied to the input of each stage, leading to the development 

of an MHA block, which is augmented by separable convolution. The deliberate inclusion of the MHA block at various stages in identity-

block Resnet50, in adherence to multiscale gate principles, precedes its traversal through fully connected layers. Furthermore, we 

implemented the Stratified K-fold concept to ensure that each fold has a comparable proportion of each class. We successfully assessed 

the efficacy of the MHA-Resnet50 model in several MHA-block placement scenarios and saw improvements in the accuracy of coral 

reef structure predictions. The most optimal results were achieved by incorporating four attention blocks (MHA-ResNet50-4), yielding 

an accuracy rate of 85.23% in recognition of coral structure images, comprising a mere 409 images. This model showcases adaptability 

to small datasets while delivering commendable performance. The ResNet50 architecture undergoes enhancement in our proposed 

model by integrating multi-head attention, separable convolution, and multiscale gate principles. The MHA-ResNet50 model 

substantially advances accurately predicting coral reef structures, demonstrating adaptability to limited datasets. Future lines of this 

research involve digging deeper into the model design and using more significant amounts and classes of data to strengthen a more 

comprehensive range of generalizations. 

Keywords— Residual networks; convolutional neural network; attention mechanism; coral reef classification. 

Manuscript received 30 Nov. 2023; revised 6 Jan. 2024; accepted 10 Feb. 2024. Date of publication 31 May 2024. 

International Journal on Informatics Visualization is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

I. INTRODUCTION

Coral reefs are diverse marine ecosystems with great 
biological value [1]. Coral reefs provide food and habitat for 
numerous creatures [2]–[4]. However, global climate change, 
industrialization, population growth [5], and other factors 
have caused coral reef ecosystem devastation [1], [6]. 
Significant advancements have been made in image 
processing for underwater life studies in recent years [1], [7]. 
Examining the taxonomy of marine biota species [8], [9] or 
simply identifying the health of the coral reef  [10] has served 
a crucial purpose in facilitating the analysis of interspecies 
distinctions and the conservation of endangered species. 
Using deep learning methodologies for processing purposes 
represents a preliminary phase in advancing maritime 

intelligent systems, specifically in artificial intelligence (AI) 
applications within undersea ecosystems. 

The field of coral reef classification is now seeing notable 
advancements, offering possible opportunities for preserving 
and protecting these ecosystems [9]–[11]. The application of 
image classification techniques may provide advantageous 
outcomes in monitoring coral reefs and identifying areas 
requiring conservation efforts [8], [9], [12]. Environmental 
monitoring is also the first step in mapping coral reefs [13] 
and annotating them automatically [14], [15]. Additional 
studies aim to assess coral reefs' health [10] and resilience in 
the face of environmental and climate change stress by 
systematically monitoring observable changes in various 
coral reef species [5]. One of the implementation steps is to 
carry out feature extraction analysis on the color and texture 
of coral images [17]–[19]. Identifying the structure of coral 
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reefs is another challenging but equally fascinating task. Each 
species of coral reef may be identified structurally by having 
a branched physical structure [12], just like the Acropora 

Cervicornis and Millepora Alcicornis Varieties. 
Image classification often uses Convolutional Neural 

Networks (CNNs). CNN hierarchically extracts image 
features using convolutional layers. Several notable 
architectures based on CNN model are AlexNet [20], VGG 
(Visual Geometry Group) [21], and ResNet (Residual 
Network) [22], with ResNet addressing the vanishing gradient 
problem through skip connections. 

This study presents a model that utilizes computer vision 
and deep learning techniques to classify coral reefs, focusing 
on task coral structure. Since researchers introduced the 
Attention Mechanism approach [23], deep learning models 
have shown increasingly enhanced results in handling natural 
language processing problems with textual data [24]. In recent 
times, researchers have been directing their efforts toward 
extending this approach to image data [25]–[29], focusing on 
enhancing the performance of deep learning models in this 
context. 

The main contribution of this paper is improved coral 
image classification predictions by adding attention 
mechanisms to the residual network architecture, improving 
performance accuracy. Previous research [12] has 
demonstrated using several Resnet Architectures, including 
Resnet50 and Resnet152. The findings show that Resnet50 is 
the most accurate in classifying coral structure datasets. This 
study will employ the Resnet50 model [12] as a baseline 
model, recognized as the most effective model for analyzing 
coral structure photos. Furthermore, we will experiment with 
placing the multi-head attention block (MHA Block) on every 
stage in the Resnet50 architecture. Additionally, we will 
evaluate and compare the performance of the proposed model 
with existing coral image classification approaches to 
demonstrate its effectiveness and superiority in accurately 
identifying coral species. 

This article has four distinct sections. The first section 
encompasses an introductory segment that provides 
contextual information and comprehensively examines the 
relevant works. The subsequent section will clarify the 
proposed approach to improving the accuracy of coral reef 
image classification by utilizing ResNet Architecture and 
Multi Head Attention. The next part will discuss the 
experiment's outcomes and the following analysis. Lastly, the 
final section will dive into the implications and potential 
avenues for further study. 

II. THE MATERIAL AND METHOD 

We aim to consider the success of research that 
successfully applies multi-head attention to CNN architecture 
for recognizing COVID-19 [27] and Human Activity 
Recognition [29]. Our proposed model improves the 
ResNet50 architecture by including multi-head attention, 
separable convolution, and multi-scale gate principles. The 
purpose model is called MHA-Resnet50. 

A. Residual Neural Network (ResNet) 

The Residual Neural Network (ResNet) [30] is a specific 
Convolutional Neural Network (CNN) design incorporating 
skip connections to learn residual functions concerning the 

layer inputs. Increasing model training depth with deep neural 
networks can lead to overfitting and gradient vanishing. The 
idea of skipping connections can overcome these limitations. 
Li's study [31] Implementing skip connections effectively 
demonstrated the visualization of the outcomes of the loss 
function in a neural network. Skip connections deliver a 
perceptible enhancement of the smoothness of the loss surface. 
Furthermore, skip connections will also impact the velocity of 
the network. 

The original architecture of ResNet is ResNet34 [22], 
which contains numerous convolutional layers. In recent 
years, researchers have assembled several ResNet 
architectures, including ResNet50. As shown in Fig. 1, 
ResNet50 has two primary blocks: identity and convolution. 
Both blocks implement a skip connection; input passes 
through two main and short paths. A short path is a direct path 
from input to output without transformation. These two 
pathways are added together. The function of the short path in 
the identity block is to keep the original information from the 
input. This solves the backpropagation gradient vanishing 
problem. On the short path in the convolutional block, a 
convolution layer is applied to change the input's dimensions 
or resolution to match the primary path's output. After that, 
the two are also added together. The short path makes the 
input dimensions match the primary path's production. 
ResNet uses skip connections to train intensive networks with 
stable gradient flow. 

 

 
Fig. 1  Resnet50 Architecture,  

(a) Convolutional Block or Conv Block, and (b) Identity Block 
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We set the fully connected layer in Resnet50 by replacing 
1000 neurons with 512 neurons and using ReLu activation 
according to the settings in the previous paper [12]. 

B. Depth-Separable Convolutional 

Depth-separable convolution is a neural network technique 
that breaks down the standard convolution into two separate 
operations: depth wise convolution and pointwise 
convolution, which can be seen in Fig. 2.  

 

 
Fig. 2  Standard convolution and separable convolution [33]  

 
During the depthwise, a separate convolution operation is 

performed on each input channel using a 1x1x[input_channels] 
filter. This helps to decrease the computational workload. 
Subsequently, pointwise convolution combines the output 
channels of the 1x1 convolution kernel into a condensed form.   
This separation reduces the number of parameters and enables 
the model to capture map features more efficiently [32]. 

C. Multi-Head Attention 

The attention mechanism functions similarly to human 
vision, prioritizing the focal point of interest rather than 

processing the complete information in the picture [23]. 
Hence, the primary objective of the attention mechanism is to 
dynamically choose essential features in the image that 
substantially impact the prediction outputs [27]. Within its 
implementation, there exist three inputs within a feature map 
that contain the same information, specifically Query (�), 
Key (�), and Value (�). These representations are referred to 
as key-value queries. The score for each element in the query 
matrix ���� is computed by performing a dot product between 
the query and the transpose of the matrix key �����. The 
equations involve using the variable 	, which represents the 
attention index. The scores obtained are normalized by 
dividing them by the square root of the vector's key dimension 
�
��.  Subsequently, these normalized scores are processed 
through a softmax function to calculate the attention weights; 
we can see Eq. 1. Ultimately, the attention weights are 
employed to compute the weighted summation of the values, 
resulting in the output of the attention mechanism as Eq. 2. 

 �� 
 softmax������

���
� (1) 

 �  !" 	#"��,�, �� 
 �� � �� (2) 

The multi-head attention (MHA) has numerous attention 
heads that calculate attention weights for different input 
segments. In the multi-head attention mechanism, every head 
(Eq. 3) possesses projection matrices represented as %�� , 
%��, and %��. The equations involve the variable h, which 
indicates the number of attention heads, the visual 
representation in Error! Reference source not found..  

 

 
Fig. 3  Structure of Purpose Model: Multi Head Attention Resnet50 

 
The MHA equation (Eq. 4) allows the model to gather information on the connections between the available data. Equation 4 

employs a concatenation operation, denoted by &#"'( , and utilizes the weight matrix %)  to perform the ultimate linear 
transformation. This MHA will ensure that no information is lost during the process. 

702



 ℎ!(
� 
 �  !" 	#"+�%�
� ,�%��, �%�,- (3) 

 ./� 
 &#"'( �ℎ!(
0, … , ℎ!(
2� � %) (4) 

D. Proposed Method 

Fig. 3 depicts the structural design of our model and the output shape of every stage in TABLE I, highlighting the incorporation 
of the multi-head attention Resnet50. In Resnet50, we add a Multi-head Attention (MHA) block that is smoothly integrated after 
each stage's last identity block. To ensure smooth integration at every level, it is crucial to make necessary adjustments to the 
input size. Nevertheless, we intend to avoid the inclusion of complex calculations. Thus, we choose a practical and effective 
strategy by utilizing separable convolution as the most appropriate method for this stage. 

 

 
Fig. 4  Multi-Head Attention 

TABLE I  
LAYER OUTPUT OF MULTI HEAD ATTENTION IN RESNET50 

Block Layer (type) Output Shape 

 Input Layer (None, 224, 224, 3) 
Zero Padding (None, 230, 230, 3) 

Stage 1 Conv2D (None, 112, 112, 64) 
Batch Norm (None, 112, 112, 64) 
Relu (None, 112, 112, 64) 
Max Pool (None, 56, 56, 64) 

Stage 2 Conv Block (None, 56, 56, 256) 
Identity Block x2 (None, 56, 56, 256) 

Stage 3 Conv Block (None, 28, 28, 512) 
Identity Block x3 (None, 28, 28, 512) 

Stage 4 Conv Block (None, 14, 14, 1024) 
Identity Block x5 (None, 14, 14, 1024) 

Stage 5 Conv Block (None, 7, 7, 2048) 
Identity Block x2 (None, 7, 7, 2048) 

A1 MHA A1 (None, 7, 7, 2048) 
A2 Separable Conv2D (None, 7, 7, 2048) 

MHA A2 (None, 7, 7, 2048) 
A3 Separable Conv2D (None, 7, 7, 2048) 

MHA A3 (None, 7, 7, 2048) 
A4 Separable Conv2D (None, 7, 7, 2048) 

MHA A4 (None, 7, 7, 2048) 
FC Add (None, 7, 7, 2048) 

Global Avg Pooling (None, 2048) 
Dense (FC Relu) (None, 512) 
Dense (Output) (None, 14) 
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Multiscale gate refers to analyzing the performance of MHA at several stages, considering different attention. Various attention 
blocks can be utilized to implement MHA-Resnet50. MHA-Resnet50-1 means structure including 'A0' and 'A1' in Table 1, MHA-
Resnet50-2 means structure including 'A0', 'A1' and 'A2', MHA-Resnet50-3 means structure including 'A0', 'A1', 'A2' and 'A3 ', 
and MHA-Resnet50-4 means the structure includes 'A0', 'A1', 'A2', 'A3' and 'A4' in TABLE I. In outline, the analysis scenario 
refers to TABLE II. The purpose of each MHA block is to carefully modify a feature map of many sizes by incorporating the Add 
layer, hence efficiently practicing the skip connection concept. The strategic implementation aims to maintain both the simplicity 
of the model and the complex interconnection of information. The previous study [12] we assessed the StructureRSMAS dataset 
using five deep learning models (Inception, ResNet-50, ResNet-152, DenseNet-121, and DenseNet-161). The most favorable 
outcomes were achieved by employing ResNet-50 with a batch size of 32 and 300 epochs. We utilized the identical model setup, 
with a batch size of 32, and implemented early stopping as part of the model training. The selection of epochs is contingent upon 
the model's ability to learn. We utilized the accuracy matrix as the monitoring parameter for the early-stopping technique we 
deployed. The training procedure will cease when the accuracy shows minor improvement, enabling the model to reduce loss. 

TABLE II  
SCENARIO MODEL MULTI HEAD ATTENTION IN RESNET50 

No. Model Name Multi Scale 

1 ResNet50 Baseline (A0) 
2 MHA-ResNet50-1 A0+A1 
3 MHA-ResNet50-2 A0+A1+A2 
4 MHA-ResNet50-3 A0+A1+A2+A3 
5 MHA-ResNet50-4 A0+A1+A2+A3+A4 

E. Dataset 

The dataset employed in this study is the StructureRSMAS dataset [12], which comprises coral structures. The dataset was 
obtained using different cameras and varied conditions. This situation is commendable and is anticipated to align with the 
authentic portrayal. A total of 409 coral photos have been captured, providing explicit visual representations of the structural 
characteristics shown by 14 distinct coral classes. Image distribution can be seen in  

TABLE III. Unbalanced data includes the availability of 
class images. The most significant number of available 
images is in the ACER class, with 44 photos; the smallest is 

in the DANT class, namely 16 images. In StructureRSMAS, 
we can see one of each coral class listed in Fig. 5.  

 

 
Fig. 5  One image of each coral reef structure class 

 

TABLE III 
CLASS DISTRIBUTION ON THE STRUCTURERSMAS DATASET 

Classes #imgs 

Acropora Cervicornis (ACER) 44 
Acropora Palmata (APAL) 41 
Colpophyllia Natans (CNAT) 34 
Diadema Antillarum (DANT) 20 
Diploria Strigosa (DSTR) 16 
Gorgonians (GORG) 18 
Millepora Alcicornis (MALC) 33 
Montastraea Cavernosa (MCAV) 38 
Meandrina Meandrites (MMEA) 30 
Montipora spp. (MONT) 21 
Palythoas Palythoa (PALY) 32 
Sponge Fungus (SPO) 23 
Siderastrea Siderea (SSID) 36 

Tunicates (TUNI) 23 

F. Stratified K-fold 

To begin the pre-processing data, the first stage consisted 
of dividing the dataset into training and testing sets, with 80% 
of the data allocated for training and 20% for testing for each 
class. The training dataset was treated to the Stratified K-fold 
methodology [34], precisely a 5-fold approach. This approach 
enabled the division of the training data into separate subsets 
for training and validation, ensuring a fair distribution across 
different categories. Fig. 6 visually represents the final data 
distribution, offering a thorough perspective of the balanced 
representation.  
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Fig. 6 Visualization of train, validation, and test datasets  
using stratified 5-fold 

III. RESULTS AND DISCUSSION 

In this section, we discuss and evaluate the results of the 
proposed method. The evaluation metrics employed include 
accuracy (acc), precision (pre), recall (rec), and f1-score (f1). 
These matrices offer a comprehensive perspective on the 
performance of the proposed approach, allowing for a holistic 
evaluation of the accuracy and precision of the model. 

To begin with, we present the performance outcomes of the 
model using ResNet and the proposed method MHA-
ResnNet50. Our comparison is limited to the ResNet50 model 
because the prior study, [12] analyzed five distinct models. 
Next, we examine the performance of the most well-trained 
and validated models for each epoch across the data folds. 
Additionally, we present the model's performance on 14 
different coral structure classes using a confusion matrix and 
show precision, recall, and f1-score evaluations for each class. 
Finally, we evaluate instances where the proposed model's 
predictions differ from the actual coral classes. 

TABLE IV compares the original ResNet and the multi-
scale approach in MHA-Resnet50 based on the model 
scenarios provided in TABLE II. After analyzing the 
performance metrics of ResNet and the four multi-scale 
MHA-Resnet50 versions, it is evident that including multi-
head attention has a beneficial effect on ResNet50's 
predictions. At every stage of the MHA block, it significantly 
improves ResNet50's accuracy metrics, with enhancements 
ranging from 1.14 to 5.69. In addition, the MHA blocks at 
each stage have a significant function, resulting in a maximum 
accuracy of 85.23% for MHA-Resnet50-4. 

TABLE IV  
MODEL PERFORMANCE COMPARISON 

No 
Model 

Name 
Accuracy Precision Recall 

F1-

score 

1 ResNet5
0 

79.54 82.86 79.54 79.37 

2 MHA-
ResNet5
0-1 

80.68 83.57 80.68 80.19 

3 MHA-
ResNet5
0-2 

81.82 82.43 81.82 81.63 

4 MHA-
ResNet5
0-3 

84.09 84.77 84.09 83.62 

5 MHA-
ResNet5
0-4 

85.23 86.23 85.23 85.01 

 

An in-depth analysis of the chart shown in Fig. 7 provides 
a detailed evaluation of the accuracy performance 
demonstrated by each model in different data folds. Every 
model demonstrates excellent performance, keeping a stable 
quality of accuracy through the folds, except for a notable 
decline in the accuracy of MHA-Resnet50-2 during the third 
fold. Considering the model that achieves the maximum level 
of accuracy, specifically MHA-Resnet50-4, its accuracy 
continually increases in each fold until it achieves its peak 
performance. On the other hand, various models exhibit 
different trends of improving and decreasing accuracy. This 
perceptive remark highlights the beneficial influence of 
incorporating Blocks A0, A1, A2, A3, and A4 on the overall 
effectiveness of the model. 

 

 
Fig. 7  Graph of stratified 5-fold accuracy against the models 
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Fig. 8 Graph of train and validation at each fold and epoch  
for the MHA-ResNet50-4; the top image is for the accuracy value, and the 
bottom matrix is for the loss value 

Fig. 8 illustrates the loss and accuracy graphs seen during 
the training process. It shows a distinct pattern in the number 
of epochs for each data fold. This pattern comes from the 
utilization of early stopping, a method that enables to stop its 
training early if there is no substantial enhancement in 
accuracy on the validation set or if the accuracy value on the 
validation set fails to exceed the value in the previous epoch. 
For instance, during the initial stage, specifically from epoch 
4 (F1-e4) to epoch 5 (F1-e5), there is a noticeable decrease in 
accuracy when evaluating the validation data. The early 
stopping condition is activated, causing the training process 
to stop at epoch 5. Early stopping is a preventative strategy to 
prevent overfitting, which occurs when the model overly 
adjusts to the training data but fails to perform well on unseen 
information.   Hence, the variation in epoch numbers observed 
in each fold in Fig. 8 can be assigned to the sensitivity of early 
stopping to changes in the model's performance on the 
validation set, supporting a more efficient model and avoiding 
excessive adaptation.  

TABLE V shows a thorough evaluation of the prediction 
accuracy of the MHA-ResNet50-4 model when applied to the 
testing dataset.   The matrix performance of all coral classes 
is evaluated using weighted average scores, which provide an 
overall perspective on the model's performance. The relevant 
classes' precision, recall, and F1-Score values are 0.87, 0.85, 
and 0.85. The precision metrics reflect the model's ability to 
correctly recognize instances of each class, with significant 

cases of perfect precision (1.00) for classes APAL, DANT, 
DSTR, SPO, and TUNI. The precision scores show high 
accuracy in the model's positive predictions for these classes. 
Recall values indicate the model's ability to identify all 
relevant examples of each class accurately. Notably, the 
classes DANT, DSTR, GORG, MALC, PALY, SPO, and 
TUNI achieved a perfect recall score of 1.00, meaning that the 
model accurately identified all instances belonging to these 
classes. The F1-Score, determined as the harmonic mean of 
precision and recall, offers a well-balanced evaluation of the 
model's performance. Classes DANT, DSTR, GORG, MALC, 
PALY, SPO, and TUNI tend to demonstrate exceptional F1-
Scores, suggesting a well-balanced combination of precision 
and recall for these classes. The highest F1-Score values are 
achieved for three coral classes: DANT, DSTR, and TUNI.  

TABLE V  
PERFORMANCE EVALUATION OF PREDICTION CLASSES 

Classes Precision Recall F1-Score 

ACER 0.89 0.73 0.80 
APAL 1.00 0.75 0.86 
CNAT 0.86 0.86 0.86 
DANT 1.00 1.00 1.00 
DSTR 1.00 1.00 1.00 
GORG 0.75 0.75 0.75 
MALC 0.71 1.00 0.83 
MCAV 0.62 0.83 0.71 
MMEA 0.83 0.83 0.83 
MONT 0.60 0.75 0.67 
PALY 0.86 0.86 0.86 
SPO 1.00 0.83 0.91 
SSID 0.88 1.00 0.93 
TUNI 1.00 1.00 1.00 
    

Accuracy   0.85 
Macro Avg. 0.86 0.87 0.86 
Weight Avg. 0.87 0.85 0.85 

The model consistently demonstrates high predictive 
capability across various coral architectures, achieving 
commendable precision, recall, and F1-Score scores. The 
balanced macro and weighted averages further support the 
model's success in resolving class imbalances and delivering 
accurate forecasts throughout the dataset. Furthermore, the 
model's strong performance in many evaluation criteria 
highlights its dependability and appropriateness for 
classifying coral reef structures in real-world scenarios. 

Figure 9 compares the confusion matrices produced by two 
different models: MHA-Resnet50-4 and ResNet50. These 
matrices are depicted in Fig.9(2) and Fig.9(1) respectively. 
The analysis goes beyond simple numerical comparisons and 
explores the qualitative components of prediction 
performance. After examining the predictions made on 88 test 
photos, it was discovered that ResNet50 made 18 incorrect 
predictions. However, the MHA-Resnet50-4 model, albeit 
showing improved accuracy, still exhibits 13 mistakes. 
Although the two models exhibited comparable mistakes, it is 
interesting that MHA-Resnet50-4 outperformed in many 
cases by successfully identifying specific data points. This 
comparative analysis provides insight into the subtle 
variations in performance between the two models, as 
evidenced in Table 6. 

706



 
(1) 

 
(2) 

Fig. 9 Confusion Matrix of (1) Resnet50 and (2) Purpose Method  
MHA-Resnet50-4 

The changes in prediction accuracy are presented in Table 
6 to elucidate the reasons for misclassification. The table 
provides a comprehensive overview of the prediction results 
for ResNet50 and MHA-Resnet50-4 models. Precise 
categorizations are indicated by bold, but incorrect 
categorizations are not. This deliberate distinction enables a 
comprehensive examination of the models' performance, 
enhancing our comprehension of their relative effectiveness. 
Upon close examination, it is evident that MHA-Resnet50-4 
has precise classification capabilities by accurately 
identifying and categorizing five image files that the original 
model previously misclassified. Nevertheless, MHA-
Resnet50-4 exhibits misclassification in two image files, 
indicating challenges in accurately forecasting results.  

TABLE VI  
COMPARISON OF PREDICTION RESULTS FROM RESNET50 AND  

MHA-RESNET50-4 

Class File Name 
Prediction Result 

ResNet50 MHA-ResNet50-4 

ACER 
acer35 APAL APAL 
acer38 APAL ACER 

APAL apal15 MCAV APAL 

CNAT 
cnat13 MMEA CNAT 

cnat30 MMEA MMEA 

GORG gorg12 ACER ACER 

MALC 
malc02 TUNI APAL 
malc13 ACER ACER 
malc15 ACER MALC 

MCAV 
mcav04 PALY ACER 
mcav30 MCAV MONT 
mcav38 PALY PALY 

MMEA mmea18 MCAV GORG 

MONT 
mont15 MCAV MONT 

mont18 MCAV SPO 
mont19 APAL APAL 

PALY paly15 MCAV MCAV 
SPO spo07 PALY SPO 

SSID 
ssid04 SSID CNAT 
ssid30 MCAV SSID 

 
Table 6 comprehensively assesses prediction errors by 

providing specific information on misclassified files. These 
errors provide insight into the subtle variations in 
performance between the ResNet50 and MHA-ResNet50-4 
versions. An additional understanding of these 
inconsistencies can be obtained from Fig. 10, which 
graphically illustrates the exact occurrences of 
misclassification. Fig. 10 (1) demonstrates five instances of 
prediction mistakes in which ResNet50 failed, whereas MHA-
ResNet50-4 excelled, highlighting the latter's superior 
predictive ability. In contrast, Fig. 10(2) demonstrates two 
specific cases where MHA-ResNet50-4 encountered 
difficulties while ResNet50 succeeded, illustrating the 
intricacies of prediction in particular situations. By comparing 
Figure 10 with the coral class characteristics illustrated in 
Figure 5, we obtain visual observations of the prediction 
discrepancies among various classes. Specifically, Fig.10 (1) 
highlights the constraints of ResNet50 in precisely 
categorizing finger-shaped coral reef formations, such as the 
ACER, APAL, and MALC categories. This emphasizes the 
efficacy of MHA-ResNet50-4 in overcoming these 
deficiencies. 

Furthermore, ResNet50 encounters difficulties when 
processing photos with complex textures instead of clear and 
well-defined structures, as observed in the MONT, SPO, and 
SSID coral classes. Although the suggested approach 
enhances predictions in specific categories, such as ACER 
and APAL, it does not correct inaccuracies in the SSID 
category, as indicated in Figure 10 (2). This highlights the 
need for additional research to enhance model performance 
accuracy across many coral reef formations. 
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Fig. 10  (1) a prediction error occurs in ResNet50 but is predicted correctly 
by MHA-ResNet50-4 (2) a prediction error occurs in MHA-ResNet50-4 but 
is predicted correctly by ResNet50 

IV. CONCLUSIONS 

This paper presents improvements to the ResNet50 
Architecture to accurately identify and classify coral structure 
images. This work utilizes the StructureRSMAS dataset, 
which has 14 different coral classes. The dataset has a sample 
size of 409, enabling the model to achieve impressive 
performance despite its relatively small size. The proposed 
method shows superior performance compared to existing 
baseline methods. These findings confirm that adding Multi-
Head Attention at each stage of the ResNet50 Architecture 
significantly improves the model's ability to recognize the 
coral structure, producing competitive results with an increase 
in accuracy of 5.69% compared to the ResNet50 model 
without modification. Further exploration of variations in 
model architecture can be carried out for future research; this 
is necessary as our current model has limitations in accurately 
identifying the complex characteristics of certain corals with 
similar structures.  
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