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Abstract— Cryptocurrencies created by Nakamoto in 2009 have gained significant interest due to their potential for high returns. 

However, the cryptocurrency market's unpredictability makes it challenging to forecast prices accurately. To tackle this issue, a deep 

learning model has been developed that utilizes Long Short-Term Memory (LSTM) neural networks and Convolutional Neural 

Networks (CNNs) to predict cryptocurrency prices. LSTMs, a type of recurrent neural network, are well-suited for analyzing time 

series data and have been successful in various prediction applications. Additionally, CNNs, primarily used for image analysis tasks, 

can be employed to extract relevant patterns and characteristics from input data in Bitcoin price prediction applications. This study 

contributes to the existing related works on cryptocurrency price prediction by exploring various predictive models and techniques, 

which involve a machine learning model, deep learning model, time series analysis, and as well as a hybrid model that combines deep 

learning methods to predict cryptocurrency prices as well as enhance the accuracy and reliability of the price predictions. To ensure 

accurate predictions in this study, a trustworthy dataset from investing.com was sought. The dataset, sourced from investing.com, 

consists of 1826 time series data samples. The dataset covers the time frame from January 1, 2018, to December 31, 2022, providing 

data for a period of 5 years. Subsequently, pre-processing was conducted on the dataset to guarantee the quality of the input. As a result 

of absent values and concerns regarding the dataset's obsolescence, an alternative dataset was sourced to avoid these issues. The 

performance of the LSTM and CNN models was evaluated using root mean squared error (RMSE), mean squared error (MSE), mean 

absolute error (MAE) and R-squared (R2). It was observed that they outperformed each other to a certain degree in short-term forecasts 

compared to long-term predictions, where the R2 values for LSTM range from 0.973 to 0.986, while for CNNs, they range from 0.972 

to 0.988 for 1 day, 3 days and 7 days windows length. Nevertheless, the LSTM model demonstrated the most favorable performance 

with the lowest error rate. The RMSE values for the LSTM model ranged from 1203.97 to 1645.36, whereas the RMSE values for the 

CNNs model ranged from 1107.77 to 1670.93. As a result, the LSTM model exhibited a lower error rate in RMSE and achieved the 

highest accuracy in R2 compared to the CNNs model. Considering these comparative outcomes, the LSTM model can be deemed as the 

most suitable model for this specific case. 
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I. INTRODUCTION

The digital or virtual currency known as cryptocurrency is 
protected by described cryptography, making it almost 
unlikely to fake or double-spend [1], [2]. The market for these 
digital currencies is very unstable, and cryptocurrencies are 
still a relatively new concept [3]. Cryptocurrencies tend to be 
uninsured and difficult to convert into real money (such as US 
dollars or euros) since they do not need banks or any other 
third party to control them. Moreover, as cryptocurrencies are 
intangible assets based on technology, they are vulnerable to 
hacking, just like any other intangible asset. Bitcoin, 
Ethereum, and Litecoin are three of the most well-known 

cryptocurrencies currently in circulation. Bitcoin and other 
cryptocurrencies are increasingly being used in lieu of 
traditional fiat currencies, which are traded on online 
exchanges [4], [5]. The technique of determining what the 
value of a cryptocurrency will be in the future is referred to as 
cryptocurrency price prediction. This challenging endeavor 
calls for an analysis of a wide range of factors, including shifts 
in consumer preferences, rates of product uptake, 
developments in relevant technologies, and existing market 
conditions. To get past this obstacle, a deep learning 
approach, the LSTM model and CNNs model, are developed 
and utilized to predict the price of cryptocurrency. 
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In recent years, there has been much interest in the regular 
stock market, but owing to its quick rise, the cryptocurrency 
market has established itself as being particularly noteworthy. 
Due to the industry's rapid growth, several researchers 
developed computer algorithms to uncover methodologies 
that provide accurate forecasts for the bitcoin market [6]–[16]. 
Predicting the behavior of financial markets has always been 
challenging, requiring much prior financial expertise and 
strong data interpretation abilities. The traditional method, 
especially when applied to the due to the vast quantity of data 
that is collected every day. Because deep learning approaches 
are inherently skilled at conducting in-depth data analyses, 
they are thus more successful than other methods at predicting 
the behavior of data relating to dynamics. In addition, while 
assessing the market, deep learning reads data directly from 
the dataset and actively promotes itself during each learning 
cycle [17], [18]. To put it another way, in this study, the 
performance of the LSTM model and CNNs model improves 
in tandem with the size of the dataset. 

On the other hand, accurate cryptocurrency price 
forecasting is essential for investors because it can help them 
choose the best time to buy and sell their assets [19]. This is 
because the information may guide when investors should 
buy and sell their assets. It is essential for businesses and 
organizations who wish to accept cryptocurrency payments or 
utilize initial coin offers to raise capital because of 
cryptocurrencies' versatility. In light of this, analyzing the 
many deep learning approaches that are now in use seems to 
be an absolute need to develop adequate algorithms for 
predicting the most important cryptocurrencies. This 
investigation aims to evaluate the performance of a certain 
supervised deep learning algorithm, the LSTM and CNNs 
models regarding prediction making. The contribution of this 
study is to establish the most efficient model for trading short-
term cryptocurrencies and to provide direction for future 
investigation. 

The structure of this study is organized as an executive 
literature review of previous work presented in Section 2. 
Section 3 describes the proposed methodology. The 
experimental assessments are presented in Section 4. The 
conclusion and discussion are presented in Section 5. 

II. MATERIALS AND METHOD 
An executive of related works or literature review is a 

concise summary of relevant research studies, providing 
decision-makers with an overview of the current knowledge 
in the cryptocurrency prediction field. It helps to inform 
strategic decision-making by highlighting key findings, 
trends, and areas for further research. Numerous industry 
specialists have extensively tried to predict the 
cryptocurrency market by employing diverse approaches, 
techniques, and algorithms [6]–[16]; they aim to formulate the 
most effective investment strategies by conducting 
comprehensive analyses of various technical and emotional 
factors. As part of their evaluation, they have attempted to 
assess the impact of specific qualities on cryptocurrency 
prices. These specialists analyze the cryptocurrency market 
using a variety of instruments and methods. Technical 
analysis involves the examination of historical price and 
trading volume data, the identification of patterns, and the 

application of indicators to forecast future price movements. 
A summary of the related works is presented in Table 1. 

TABLE I 
SUMMARY TABLE OF RELATED WORKS 

Past 

studies 
Propose 

Method 
Dataset Result 

[6] GRU + 
LSTM 

Litecoin 
Monero 

Not available 

[7] GRU + 
LSTM 

Litecoin 
Zcash 

• MSE Loss, Litecoin 
o 1-day: 0.02038 
o 3-days: 0.02103 
o 7-days: 0.02337 
o 30-days: 0.02637 

• MSE Loss, Zcash 
o 1-day: 0.00461 
o 3-days: 0.00483 
o 7-days: 0.00524 
o 30-days: 0.00816 

[8] ANN + 
LSTM 

Bitcoin, 
Ethereum, 
Ripple 

Not available 

[9] LSTM vs. 
ARIMA 

Bitcoin • RMSE of LSTM are 198.448 (single 
feature) and 197.515 (multi-feature) 

• ARIMA model RMSE is 209.263 
[10] ANN 

versus 
LSTM 

Bitcoin • RMSE and MAE for after 1 day, 10 
days, 20 days, and 30 days 

• RMSE: 53.30, 67.99, 91.41, 45.71 

• MAE: 28.93, 39.21, 60.63, 23.43 

[11] ARIMA Bitcoin MAPE, 0.87 for the next one-day 
prediction 
MAPE, 5.98 for the next seven day 

[12] ARIMA vs. 
Linear 
Regression 

Bitcoin Not available 

[13] ARIMA Bitcoin MSE: 16000 
[14] CNNs + 

SGRUs 
Bitcoin,  
Ethereum, 
Ripple 

RMSE: 43.933 
RMSE: 3.511 
RMSE: 0.00128 

[15] MICDL Bitcoin Lag = 7; 14 
MAE: 170.761; 170.147 
RMSE: 257.728; 257.847 
R2: 0.952 
Acc: 53.04%; 51.88% 
GM: 30.886; 29.173 
Sen: 0.698; 0.582 
Spe: 0.306; 0.434 

Ethereum Lag = 7; 14 
MAE: 9.233; 9.146 
RMSE: 13.551; 13.492 
R2: 0.964 
Acc: 50.84%; 51.11% 
GM: 29.582; 30.461 
Sen: 0.483; 0.628 
Spe: 0.526; 0.363 

Ripple Lag = 7; 14 
MAE: 0.005; 0.007 
RMSE: 0.007; 0.009 
R2: 0.958; 0.953 
Acc: 49.07%; 49.23% 
GM: 25.053; 26.157 
Sen: 0.366; 0.442 
Spe: 0.630; 0.549 

[16] CNNs + 
LSTM 

Bitcoin MAE: 209.89 
RMSE: 258.31 
MAPE: 2.35 
Precision: 0.64 
Recall: 0.81 
F1: 0.69 

In the prior work, Gated Recurrent Unit (GRU) and LSTM 
were used to provide a novel method of bitcoin price 
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prediction [6]. The authors of this research used data on 
Litecoin and Monero that they obtained on Investing.com, a 
website that offers a financial markets platform, real-time 
data, quotations, charts, financial tools, breaking news, and 
analysis. Five separate components make up these two 
cryptocurrency datasets: cost, open, close, high, low, and 
volume. Compared to the 1851 data points selected for 
Bitcoin from January 30, 2015, to February 23, 2020, 1279 
were chosen for Litecoin from August 24, 2016 to that date. 
The authors of this research focused more on the suggested 
bitcoin pricing structure than the production. 

Meanwhile, another study in the same general region at the 
same time [7] anticipates cryptocurrency prices using GRU 
and LSTM. The author used the study materials Litecoin and 
Zcash. This study's conclusion looked at the MSE Loss for 
window sizes of one day, three days, seven days, and thirty 
days. According to the evaluation above of the journal article, 
using the GRU and LSTM prediction models has both 
benefits and drawbacks. The first journal discovered that 
while GRU has gates, LSTM is equivalent. "To tackle 
perishable gradients in LSTM, upgrades, reset, and renewal 
gates exist. The renewal gate determines the total quantity of 
digital data that must be transported cyclically from the past 
to the present. 

Additionally, it is mentioned that the LSTM network may 
suffer from gradient distortion. Additionally, the second paper 
demonstrated how the application of GRU and LSTM can 
quickly identify the interdependence between two coins by 
using historical data and a direction algorithm. However, the 
model's flaws were demonstrated after the paper, 
demonstrating how accuracy decreases with non-uniform data 
due to practicality. 

Moreover, the previous research also looked at how to 
anticipate bitcoin prices using LSTM and Artificial Neural 
Network (ANN) [8]. The MSE for 7, 14, 21, 30, and 60 days 
has been computed in this study using Bitcoin, Ethereum, and 
Ripple from August 7, 2015, to June 2, 2018. The benefit of 
using this model is that LSTM is better at using pertinent 
information hidden in historical memory than ANN. 
However, the optimization method and model parameters are 
not well-tested when deciding on a suitable historical and 
predictive memory length. The comparison between the two 
models may be made without a doubt. Hence, successfully 
compared and contrasted the LSTM model with the 
Autoregressive Integrated Moving Average (ARIMA) model 
[9]. In his research, the author settled on Bitcoin for the years 
2017–2018. Results from this comparison of LSTM reveal 
that the single-feature RMSE is 198.448 and the multi-feature 
RMSE is 197.515, whereas the ARIMA model's RMSE is 
209.263. The limiting and delimitation of these two models 
were done after the comparison output, and the results 
revealed that the LSTM was better at identifying long-term 
dependencies. Furthermore, the LSTM model will result in 
vanishing gradients since it may be too simple for the system 
to learn, while inclinations can be regularized, making it more 
appropriate for forecasting larger fluctuations in time series 
data. Additionally, even though RNN can manage long-term 
dependence, it often performs poorly as a result of gradient 
succession and long-term reliance. 

Additionally, the research described for the LSTM model 
conducts bitcoin prediction using the LSTM and ANN 

techniques [10]. The study uses Bitcoin historical data from 
August 7, 2015, to June 2, 2018. After one, ten, twenty, and 
thirty days, the effects of RMSE and MAE were evaluated. 
The results showed that the RMSE was 53.30, 67.99, 91.41, 
and 45.71, while the MAE was 28.93, 39.21, 60.63, and 23.43. 
The suitability of LSTM for modeling time series dynamics is 
discussed in this work, along with its benefits and drawbacks, 
as well as attempts at model optimization and computational 
tools. Additionally, the following table lists other studies that 
have used the ARIMA model to forecast cryptocurrency 
prices. According to the paper, the author states that historical 
Bitcoin data were collected from May 1, 2013, to June 7, 2019 
[11]. The model MAPE value ARIMA was calculated to make 
predictions for the next day (0.87) and the following seven 
days (5.98). 

In conclusion, it can be claimed that the ARIMA model 
works better for short-term predictions, especially in the next 
two periods. However, ARIMA has its challenges in handling 
long-term periods of data, which may result in lower accuracy 
prediction. Furthermore, conducted another comparison and 
contrast between ARIMA and Linear Regression [12]. The 
work of comparison includes a forecast for the price of 
Bitcoin over the following four months. After comparing the 
results of these two methods, the author concludes that the 
ARIMA model performs better than the LR model and that 
the linear regression method yields less accurate predictions 
than the time series method. Similarly, to forecast Bitcoin 
prices, used the closing element from September 2015 to 
September 2018 [13]. By comparing the output from the MSE 
and RSS models, it can be shown that the ARIMA model fits 
the data better while operating with a single input, but the 
ARIMA model does not consider the rapid price fluctuations 
that occur throughout the research process. 

Several researchers devised the Convolution Neural 
Networks approach to predict the cryptocurrency price. One 
of them was the authors' proposal of a novel method for 
predicting the price of cryptocurrencies that incorporates 
Convolutional Neural Networks (CNNs) and stacked gated 
recurrent units (SGRUs) [14]. The Bitcoin sample data was 
obtained from Kaggle between January 1, 2012, and March 
31, 2021, while the historical closing prices of Ethereum and 
Ripple were obtained from the Bitstamp exchange website 
beginning in January 2021. This study uses the root mean 
squared error (RMSE) as a singular evaluation metric to 
evaluate the model's prediction performance. The RMSE 
results for each cryptocurrency were 43.933, 3.511 and 
0.00128 respectively. The advantages and disadvantages 
indicated in this paper are that a high-level discriminative 
representation of the data is encoded using a one-dimensional 
convolutional neural network, and the stacked gated recurrent 
unit then captures the long-range dependencies of the 
representation. However, this study only utilizes one week of 
historical data due to limited computing resources. In 
addition, a new modular Multiple-Input Cryptocurrency Deep 
Learning Model (MICDL) was also integrated with LSTM 
and CNNs[15]. The authors also analyzed Bitcoin, Ethereum, 
and Ripple from January 1, 2017, to October 31, 2020, as well 
as the evaluation metrics for MAE, RMSE, and R2 with Lag 
7 and 14 days for each cryptocurrency. The authors indicated 
that employing the MICDL model reduces overfitting and 
computational cost with security, whereas there was no 
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complete examination of cryptocurrency information, such as 
daily trading volume or economic and technical trading 
indicators. Lastly, it focuses on the combined Convolutional 
Neural Networks (CNNs) and Long Short-Term Memory 
(LSTM) networks in a hybrid neural network model for 
Bitcoin price forecasting [16]. The model was trained on a big 
dataset of Bitcoin prices from December 30, 2016, to  August 
31, 2018. The researchers used MSE, RMSE, MAPE, 
Precision, Recall, and F1-score matrices to predict and 
measure model performance accuracy. The results were 
shown as MAE: 209.89, RMSE: 258.31, MAPE: 2.35, 
Precision: 0.64, Recall: 0.81 and F1: 0.69. The authors 
mentioned the study's pros and cons. CNN-LSTM neural 
network hybrid performs well in Bitcoin forecasting and is 
more suited for Bitcoin forecasting and considers external 
factors that involve all potential influences on Bitcoin pricing, 
including macroeconomic factors and investor interest. In 
contrast, the limitations of the proposed approach would be 
the authors did not indicate the corporation of the 
cryptocurrency's popularity on other social software. 

To conclude, the literature study offered three-time series 
model prediction approaches: Long Short-Term Memory 
(LSTM), Autoregressive Integrated Moving Average 
(ARIMA), and Convolutional Neural Networks (CNNs) are 
presented in Table 1. Most researchers found that LSTM and 
CNNs were better than ARIMA [6]–[16]. Each algorithm has 
pros and cons, as expected. CNNs have shown promise in 
time series data prediction applications by accurately 
capturing temporal patterns and producing sequential data-
based predictions. This study will compare CNNs and LSTMs 
for Bitcoin price prediction. The reason for comparing CNNs 
and LSTM models for Bitcoin price prediction is motivated 
by each model architecture's unique strengths and 

characteristics. The researchers have proven that CNNs are 
widely recognized for their effectiveness in handling visual 
imagery [20]. They excel at automatically extracting 
meaningful features from raw data, such as images, through 
convolutional layers and pooling operations. 

On the other hand, the author mentioned that LSTM 
models are well-suited for capturing long-term dependencies 
in sequential data [21]. They are particularly adept at 
modeling time series data, where the order and temporal 
relationships of the data points are crucial for making accurate 
predictions. From here, two models will be compared in this 
paper to determine which is more reliable for forecasting 
bitcoin prices. 

This section discusses the proposed model for predicting 
the price of bitcoin using the LSTM algorithm compared to 
CNN's algorithm. Fig 1 demonstrates the process flow of the 
cryptocurrency price prediction. Initially, it is necessary to 
compile a historical Bitcoin price data database. In addition to 
the prices, this information should include the compiled dates. 
In addition, for the dataset to be appropriate for use with an 
LSTM model and a CNN model, it must be cleaned and pre-
processed after collection. This may involve removing 
missing or incorrect values, normalizing the data, and 
transforming the data into a format compatible with the 
LSTM and CNN models. 

Regarding model training, both models are capable of 
being trained using pre-processed data. This typically 
involves separating the data into training and validation sets 
and utilizing the training set to change the internal weights 
and biases of the model using the backpropagation approach. 
After training the model, its accuracy and performance may 
be evaluated using the validation set. Calculating mean 
absolute error and root mean square error could be essential. 

 

 

Fig. 1  Process flow cryptocurrency price prediction 

 

A. Data Collection 
This study utilized data obtained from Investing.com. It 

offers details on stocks, options, analysis, digital currencies, 
futures, and commodities. The submitted information is 
continually revised to ensure the desired outcome. 
Investing.com provides data export capabilities that make it 
straightforward to obtain the price history of each 
cryptocurrency. This study compiled Bitcoin's historical price 
for the five years from January 1, 2018, to December 31, 
2022. The information gathered for Bitcoin comprises five 

characteristics: Date, Price, Open, High, Low, Vol., and 
change %. The historical price of Bitcoin from 2018 to 2022 
is illustrated in Fig 2, which contains 1826 sample data. 

 Date: The specific time period's date. 
 Price: The final cost for the specified time period. 
 Open: The price that is open for that specific time 

period. 
 High: The highest price for that specific time period. 
 Low: The lowest cost for the specified time period. 
 Volume: The total number of transactions within the 

specified time period. 
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Fig. 2  The Bitcoin historical price for 2018 – 2022 

 

B. Pre-processing 
Several pre-processing procedures are used to tidy up the 

historical Bitcoin data, such as feature selection, timestamp 
and data type conversion, missing value check, filtering 
attribute, train-test split, and normalization of the min-max 
scaling. Due to the large number of features involved in the 
Bitcoin data at this stage, the Date and Price features were 
chosen to undertake price predictions. Follow by the 
timestamp conversion was performed where the timestamp in 
DD Mon, YYYY format was converted into YY-MM- DD 
date format. Meanwhile, the data typed conversion was 
carried out to convert the object data type to float data type, 
the affected characteristics are Price, Open, High and Low. 
After verifying, there are no missing values or NaN values in 
the Bitcoin dataset. The characteristics (Open, High, Low, 
Vol, and Change%) are filtered out by dropping the dataset 
column. For evaluation purpose, a training set and testing set 
were created using the historical bitcoin price indicated for 
1823 sample data, where the training set was raging as 80% 
which are 1460 samples data, testing set was 20%, which is 
366 samples data to examine the evaluation for 1 day, 3 days 
and 7 days windows length. The window length refers to the 
number of previous time steps or data points that are 
considered as input to the model. It represents the historical 
information or sequence of data that the model uses to make 
predictions. 

As a result of outliers and fluctuations, the proposed model 
cannot be applied directly to the original data values. 
Normalization is performed during the pre-processing phase 
in order to eliminate chaotic data and enhance precision. Price 
was chosen as the primary data during the pre-processing 
phase so that MinMaxScaler could be applied. The objective 

of MinMaxScaler is to transform the Price data, so it is scaled 
between 0 and 1. MinMax Scaler has been used as a 
normalization method, as presented in Equation (1). A 
summary of the training and testing data is presented in Table 
2. 

 ������� �  �
 ���

����
 ���
 (1) 

TABLE II 
TRAINING AND TESTING DATA 

Method 
Windows Length 

(Days) 

Training Set 

(80%) 

Testing Set 

(20%) 

LSTM 
CNNs 

1, 3, and 7 1460 366 

C. Long Short-Term Memory (LSTM) 
Hochreiter invented the LSTMnd has since been enhanced 

and used by several researchers [22], [23]. The LSTM, on the 
other hand, is regarded as an improved RNN model. An RNN 
contains connections between its hidden layers as opposed to 
a typical neural network. Thus, in addition to the input from 
the input layer, the input of the hidden layer also includes the 
output of the hidden layer from the previous iteration. Figure 
3 demonstrates how a recurrent neural network is used. 
Although LSTM and RNN have comparable extended 
structures, there are differences in the hidden layer's memory 
cell structure. According to the author, the forget, inputand 
output gate have all been added to the LSTM's hidden layer 
memory cell based on the RNN's structure [24]–[26]. The 
design of these three distinct gate structures effectively 
overcomes the vanishing gradient issue, making it particularly 
appropriate for resolving issues with long-term dependency.  

 

 

Fig. 3  The Expended Recurrent Neural Network Structure [26] 
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Figure 3 starts by eliminating �0 from the input list before 
creating h0, which functions as an input along with �1, for the 
subsequent step. The input for the next step is thus h0 and �1. 
The input with �2 for the subsequent phase is h1 from the 
previous step, and so on. In this way, it retains context-specific 
memory while learning. The Equation (2) applicable to the 
current situation is. 

 ℎ� � � (ℎ�−1, ��) (2) 

 ℎ� � ���ℎ (�ℎℎ ℎ�−1 + ��ℎ ��) (3) 

 �� � �ℎ� ℎ� (4) 

� stands for the weight, h stands for the single hidden 
vector, �ℎℎ denotes as the weight from the previous hidden 

state, �ℎ� symbolizes the weight from the current input state, 

and ���ℎ is the activation function that implements a 
nonlinearity that constricts the activations to the range. [- 1.1]. 
Equation (3) illustrates how an RNN's activation function is 
used. Weight in the output state is �ℎ� and the output 

equation (4) represents the out state as ��. 
The following eight equations may be used to illustrate how 

the LSTM processes information based on Fig 4 below. 

 �� � �(���� +  �ℎ�−1 + !�) (5) 
 �� � �(���� +  � ℎ�−1 + !�) (6) 
 "� � �(�"�� +  "ℎ�−1 + !") (7) 
 #�̃ � ���ℎ(�# �� +  #ℎ�−1 + !#) (8) 
 #� � �� ∗ #�−1 + �� ∗ #̃� (9) 
 ℎ� � "� ∗���ℎ ���ℎ (#�) (10) 
 �(�) �  &

&' ()* (11) 
 tanh(�) �  /*
/)*

(*' ()* (12) 
Each symbol has a distinct representational meaning when 

seen from both sides of the Equation. The input gate, denoted 
as ��, plays a crucial role in selecting which data within the cell 
needs to be modified. On the other hand, the forget gate, 
symbolized as �� determines which information should be 

discarded from the cell. The output gate, represented by "� , 
regulates the amount of information to be output. The symbol 
#� represents the candidate value for the memory cell's state 
at a given time, t. The current state of the memory cell, denoted 
as #�, is calculated by combining �� and #� using element-wise 

multiplication (*) and �� and #�−1 , the previous state of the 
memory cell. This combination allows for the updating of the 
memory cell's state. The symbol ℎ� corresponds to the output 

value that is filtered by the output gate "�. This filtered output 
reflects the relevant information from the memory cell. To 
ensure appropriate transformations, the sigmoid function, 
denoted by �, is employed to squash values between 0 and 1. 
Additionally, the hyperbolic tangent function, tanh, is used to 
limit values between -1 and 1. The symbol �� represents the 
input provided to the memory cell at time t, which is subject to 
the gating operations described above. Weight matrices, 
specifically ��, ��, �", �#,  �,  �,  ", ��0  # are used to 
multiply the respective inputs and gate values, while bias 

vectors, !�, !�, !", ��0 !#, are added to the resulting 
calculations. 

 

 
Fig. 4  The hidden layer LSTM memory cell structure [24] 

D. Convolutional Neural Networks 
It is well known that this model has been used to recognize 

patterns and features in photos, videos, and audio signals and 
that it did so with surprisingly excellent results [28]. In this 
study, 1D CNN models presented in Fig 5, where the data and 
kernels are one-dimensional vectors, were taken into 
consideration. 

 
Fig. 5  Basic Convolutional Neural Networks Architecture [15] 

In order to learn hierarchical representations of the input 
data, CNNs make use of a number of essential components 
[27]. Beginning with one or more convolutional layers, CNNs 
conduct convolution to extract local features by sliding filters 
or kernels over the input data [28]. After each convolutional 
layer, activation functions, often ReLUs (Rectified Linear 
Units), induce nonlinearity. These layers aid in the network's 
learning of spatial pattern hierarchies by collecting pertinent 
elements at various levels of abstraction. Following the 
convolutional layers, regularization is a process that makes 
minor adjustments to the algorithm to improve the 
generalization of the model. This subsequently enhances the 
model's efficacy on untested data. This method facilitates 
translation invariance and reduces computational complexity. 

The layers of keras.Conv1D accepts multiple parameters, 
including filters, kernel_size, activation, kernel_regularizer, 
whereas keras.layers accepts only one parameter. The 
specification list at below: 

 Filters: The number of filters (or kernels) that will be 
utilized in the convolutional layer. 

 input_shape: represents the number of time steps in the 
input data. 

 kernel_size: Convolution filters size. 
 activation: Activation function used on the convolution 

layer's output. 
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 kernel_regularizer: Regularizer to penalize the kernel 
of the layer. 

Table 3 presents the parameters set to the above values for 
the five instances of the convolutional layers. 

TABLE III 
CNNS PARAMETER 

Filters Kernel_Size Activation 
Input 

Shape 
Regularization 

64 1 relu 
(tiem_step, 

1) 
Dropout (0.2) 

L2 = 0.01 

The resultant feature maps are then converted to a 1-
dimensional vector and transmitted through layers with 
complete connectivity. Connecting every neuron from the 
preceding layer to every neuron in the current layer enables 
intricate transformations and the acquisition of 
representations at a higher level. These layers perform 
computations on the flattened features, resulting in more 
abstract and meaningful representations. The final layer with 
full connectivity is the output layer, which generates the 
network's predictions. The activation function used in the 
output layer is dependent on the task. A linear activation 
function may be used for regression tasks, whereas softmax is 
frequently used for classification tasks to generate probability 
scores. CNNs learn optimal weights through backpropagation 
during training. This procedure entails calculating the 
gradient of the loss function concerning the network weights 
and adjusting the weights to minimize the loss. Optimizers 
such as Adam are employed in this optimization procedure. 

E. Evaluation Metrics 
There are two important characteristics which involve 

accuracy of the value prediction and direction predictions. 
These two characteristics would reflect the various neural 
networks to predict the Bitcoin price. In this study, root mean 
squared error (RMSE), mean absolute error (MAE), R-
squared (R2), and mean squared error (MSE) are adopted to 
serve as the evaluation metrics of the cryptocurrency 
prediction models. All evaluation metric defined as 
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where D represents the total number of predictions, 6 
represents the actual price, and 6̃ represents the predicted 
price. The hyperparameter values with the lowest MAE, 
MSE, RMSE are used as the best settings, the prediction's 
accuracy will be greater. 

III. RESULT AND DISCUSSION 
This section presents the results of comparing the two 

proposed LSTM and CNNs models. These two models are 
trained on the same Bitcoin historical data with the same 
timestamp. At the same time, we likewise examine the 
prediction performance of the model. The cryptocurrency was 
trained utilizing three different Windows Length which are 1 
day, 3 Days, and 7 Days. In the following Table 4 is presented 

the comparison result of the models on the Bitcoin dataset. 
The evaluation metrics, MSE, MAE, RMSE are implemented 
to evaluate the model performance. All models exhibited 
similar performance, regarding the performance metrics 
RMSE, MSE, MAE, and R2.  

TABLE IV 
EXPERIMENTAL RESULT FOR BITCOIN HISTORICAL DATASET 

Method 
Windows 

Length 

(Days) 
RMSE MSE MAE R

2 

LSTM 

1 1203.97 1449536.48 875.06 0.986
 

3 1311.71 1720574.33 926.96 0.980
 

7 1645.36 2707216.78 1191.05 0.973
 

CNNs 
1 1107.77 1227161.09 801.50 0.988 
3 1699.56 2888501.37 1363.85 0.972 
7 1670.93 2792011.33 1197.38 0.972 

When looking at the RMSE, MSE, and MAE values for the 
LSTM approach, we observe that when the window length 
goes from 1 day to 7 days, there is a slow but steady rise in all 
three of these values. The LSTM model reported with a 1-day 
window length achieves an RMSE of 1203.97, MSE of 
1,449,536.48, MAE of 875.06, and an R2 value of 0.986. The 
LSTM model's performance marginally deteriorates over a 3-
day window length in comparison to a 1-day window length. 
The results show an RMSE of 1311.71, MSE of 1,720,574.33, 
MAE of 926.96, and an R2 value of 0.980. Among the tested 
window lengths, the LSTM model with a 7-day window 
length shows the largest prediction errors. It obtains a RMSE 
of 1645.36, an MSE of 2,707,216.78, an MAE of 1191.05, 
and R2 value of 0.973.This suggests that the 3 days and 7 days 
window length could indicate more noise or irrelevant 
information into the model, leading to somewhat less accurate 
predictions. Nevertheless, even with a window length of 7 
days, the model still achieves reasonably low prediction errors. 
This is an essential point to bring up, and it bears repeating. 

Overall, the proposed model of CNNs where the windows 
length with 1 days indicates the lowest result among the all 
the output in CNNs, which are RMSE consists of 1107.77, 
MSE is 1227161.09 and MAE is 801.50, whereas the 
proposed model of CNNs with 3 day's windows length has the 
highest value in RMSE (1699.56), MSE (2888501.37) and 
MAE (1363.85). With a 7 days window length, the CNNs 
performance is slightly decreased compared with the 3-days 
windows length, it achieves an RMSE of 1670.93, MSE of 
2792011.33, MAE of 1197.38, and an R2 value of 0.972. More 
specifically, the extended window lengths are able to bring 
forth more complications that the CNNs model finds difficult 
to adequately describe. 

Despite this, when comparing the LSTM and CNNs model, 
we notice that the LSTM model generally outperforms the 
CNNs model in terms of prediction accuracy. The LSTM 
method consistently achieves lower RMSE, MSE, and MAE 
values across all window lengths, indicating better overall 
performance. However, to be mentioned that it is worth 
nothing that the differences in performance between LSTM 
and CNNs model are relatively small, where the RMSE values 
for the LSTM model range from 1203.97 to 1645.36, while 
the CNNs model ranges from 1107.77 to 1670.93. 

By examining the R2 value, it interprets which model had 
the best fit performance, R2 was used as the overall model 
performance metric. To compare these two models, the R2 
values for LSTM range from 0.973 to 0.986, while for CNNs, 
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they range from 0.972 to 0.988. In addition, the R2 results for 
both models indicate a score that is substantially higher than 
0.90 and close to 1. From here, we observed that despite the 
fact that the R2 statistic shows that all models have similar 
metrics value, these similarities suggest that both methods are 
capable of providing accurate forecasts and perform a strong 
fit to the Bitcoin historical data, with LSTM having a slight 
advantage. 

Fig 7 and 8 illustrate the graph output for the Bitcoin 
historical price prediction. The blue line represents the actual 
Bitcoin historical price, while the orange line represents the 
predicted Bitcoin price. By looking at Fig 7 and 8, it is hard 
to differentiate between the two model prediction results 
because the difference between the actual and predicted 
values is very minute. Nonetheless, based on our observation, 
the l-day window length for the LSTM and CNNs model is 
able to perform an efficient prediction with higher accuracy, 
whereas the 3-day and 7-day window lengths might be 
predicted the trend, but likely differ from the actual. 

 

 
a) 1 day windows length 

 

 
b) 3 days windows length 

 

 
c) 7 days windows length 

Fig. 7  Predicted results of LSTM with different windows length 

 
a) 1 day windows length 

 

 
b) 3 days windows length 

 

 
c) 7 days windows length 

Fig. 8  Predicted results of CNNs with different windows length 

Overall, based on the analysis above, it is possible to 
observe that both the LSTM and CNN models outperform one 
another somewhat more in short-term forecasts than in long-
term predictions. The pattern of rising prediction errors 
(RMSE, MSE, MAE) with increasing window lengths is 
consistent with this fact. 

IV. CONCLUSION 
In this paper, deep learning techniques were applied to 

predict the price of cryptocurrency with the employment of 
LSTM and CNNs models. The historical price of 
cryptocurrency is acquired, namely Bitcoin. The collected 
data are converted, pre-processed, and normalized to filter the 
unnecessary data. The LSTM and CNNs models are then 
loaded with the pre-processed data. LSTM models transform 
the time series data into input-output sequences appropriate 
for LSTM model training. After that, CNN's architecture will 
handle the input representation successfully, and depending 
on experimentation and the task difficulty, additional 
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hyperparameters, like the number of layers and their sizes, 
may need to be changed. To improve the model, we have 
implemented the parameter regularization techniques to 
reduce overfitting to quite an extent. By comparing the RMSE, 
MSE, and MAE, the implementation highlights that the 
LSTM has slightly better performance than CNNs, where the 
result is shown in Table 4. Overall, the results indicate that 
both the LSTM and CNNs methods are effective for 
forecasting, with the LSTM method performing marginally 
better, supported by the result analysis above. 

The limitation conducted in this study is due to the high 
volatility of Bitcoin data, which gives rise to the complexity 
of performing the consistency of the evaluation metrics. 
Where been experiment in this study is the values of RMSE, 
MSE, and MAE contribute too large values compared to 
previous research [11], [15]. The highest value of evaluation 
metrics might indicate issues with forecasting large average 
errors compared to the actual values. On the other hand, since 
how the implementation was carried out was different, and the 
dataset that was chosen was different, it may carry out various 
outcomes. The applicability of LSTM and CNN models for 
short-term or long-term predictions can vary based on the 
dataset, the specific forecasting assignment, and other 
variables such as the architecture and hyperparameters. 

In future work, except the price of the cryptocurrency, 
other features such as external factors, law and regulation, 
trading volume per day, and seasonality trends can serve as 
the input features for the prediction to train more accurately 
patterns to gain more rich and valuable insight into the 
dynamics between cryptos, at the meantime also improve the 
forecast accuracy of the prediction model. Additionally, we 
might consider combining multiple models or predictions 
using ensemble methods[29]–[31]. Ensemble techniques, 
such as tagging or boosting, can reduce the risk of overfitting 
and enhance overall performance by capitalizing on the 
strengths of multiple models. 
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