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Abstract— Tennis is one of the world's most played sports, attracting many spectators to participate in the game. One of the most 

essential strokes in a tennis match is serve performance. This research is intended to determine the most critical strokes in tennis serve 

performance in predicting the tennis match outcome. This research focuses on the Grand Slam Tournaments of the Australian Open, 

French Open, Wimbledon, and US Open. The data are collected on the tennis serve performances such as Percentage First Serve In 

(PFSI), Percentage First Serve Won (PFSW), Percentage First Serve Return Won (PFSRW), Aces, and many more. For one 

tournament, it consists of 254 observations. This study applied feature selection methods available in R programming, such as 

Correlation Matrix, Relative Importance Metrics, Boruta, MARS, and cForest. Selecting the most essential and correlated variables 

with the match status can improve the model and help produce better results. This might help the practitioners to apply this method to 

obtain the closest result to the actual outcome when we include the most correlated variables in the model. From the result obtained, 

variables of first and second serve, either win on serve or return serve, are identified as the most critical attributes in the tennis match. 

As a future implication, we suggest that these are all the factors the players need to pay extra attention to in winning the tennis match.  
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I. INTRODUCTION

Many well-known problems revolve around dependency 
analysis, which is the central task in statistics. While the 
relationship between contingency tables and independence 
tasks is obvious, other techniques, such as regression and 
variable selection, can also be viewed as dependence issues. 
Qualitative sports analysis is one of the most attractive and 
growing research areas. Tennis is the fifth most popular sport 
worldwide and has become one of the most played sports in 
recent years [1]. Tennis is a highly technical sport, and any 
error in its player’s strength training can significantly impact 
the competition [2]. Every year, four Grand Slam tournaments 
are held across the world by the official tennis association. 
The tennis tournaments are the Australian Open (hosted in 
Melbourne, Australia, in January), the French Open (held in 
Paris, France, in June), Wimbledon (held in Wimbledon, 
United Kingdom, in July) and the U.S. Open (held in New 

York, United States, in late August). Tennis has become 
significantly more dynamic, powerful, and fast-paced in the 
last decade. The data on the website made it much easier for 
researchers to collect it for analysis. With the advancement of 
technology, the amount of data available on the performance 
of tennis players on the court has increased over the years, 
which can be of extreme significance for analyzing statistical 
parameters and sports performance [3]. 

In the tennis dataset, numerous variables may influence the 
outcome of the tennis match. For instance, either player wins 
or loses the match. [4] justified tennis serve performance is 
vital because high-quality serves enhance the likelihood of 
winning points by shortening the opponent’s time to return 
accurately. The variables that may influence the outcome are 
‘Percentage first serve in,’ ‘Percentage first serve won,’ 
‘Percentage second serve won,’ ‘Percentage first serve return 
won,’ ‘Percentage second serve return won,’ ‘Aces,’ ‘Double 
faults’ and many more. Among all these variables, it is crucial 
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to determine the variables that contribute most to the outcome 
of the match. 

To develop an efficient model for tennis sports data, 
researchers must select the most essential attributes for 
constructing the model. This is useful when we have a dataset 
with multiple attributes and must decide which ones are most 
important [5]. Feature selection is one of the most critical 
steps before model fitting. It is used to avoid overfitting. The 
model will not target irrelevant features when building the 
model. Furthermore, feature selection may enhance model 
accuracy by removing irrelevant features [6]. Since only the 
relevant features are selected in the model, the runtime can be 
reduced by decreasing the dimension of the data and running 
the models more quickly [7]. 

Data Mining (DM) is the process of discovering 
exploitable patterns in complex data using sophisticated 
analytical and computer techniques [8], [9], [10]. With little 
or no human involvement, exploratory data analysis uses 
computationally feasible methodologies, such as searching 
for unknown exciting structures. In many circumstances, the 
DM process provides valuable information and insights. 
Examples of the application of DM are education [11], [12], 
insurance and healthcare [13], [14], [15], finance and banking 
sector [16], [17], social media analytics [18], [19] and others. 
Various DM techniques have been applied in predicting tennis 
match outcomes [20], [21], [22], [23], [24], [25]. Among 
these DM techniques, classification is often used as the 
outcome in the form of a binary response. Classification uses 
the training set to predict categorical class labels and classify 
data, which involves a two-step procedure [26].  

The paper justified classification is used to predict the 
labels of categorical classes and assign labels to newly 
available data. Methods of classification can handle both 
numerical and categorical attributes. For example, a study by 
[27] applied the classification methods in their analysis of 
tennis stroke classification. Developing fast and accurate 
classifiers for big data sets is a critical challenge in mining 
and knowledge discovery. The primary goal of a classification 
algorithm is to maximize the predicted accuracy of the 
classification model. When the label/class variables are 
discrete or categorical, the classification technique is 
identified as the most popular and effective DM method for 
classifying data in the prediction model [28]. Tennis match 
outcomes can be predicted using a variety of methods under 
the classification technique, including Logistic Regression 
(LR), Naïve Bayes (NB), Support Vector Machine (SVM), 
Artificial Neural Network (ANN), and Random Forest (RF) 
[22], [24], [29], [30]. Work by [23] applied three various 
techniques such as LR, RF, and SVM, in determining serves 
performance using different indicators such as Percentage of 
Ace over Double Faults, Previous Percentage of games 
owned, Number of championships, Percentage of games won 
in the same tournament, Games won before in the same round 
and many more. Based on their study, they found that RF is 
the best model with an accuracy greater than 80%. Another 
study by [31] compared different classifiers for predicting 
tennis match results. The decision tree is the best model 
compared to the learning vector quantization (LVQ) and 
SVM. However, none of the feature selection techniques were 
used before creating the models. The LR model has been 
applied in [20] to predict the result of Novak Djokovic’s 

matches in the Australian Open tennis match based on the 
predictor listed in the model. A previous study by [29] 
conducted the feature selection to win the points of ATP 
tennis players using rally information. They deleted the 
feature with a zero variance, indicating they have the same 
value. 

Work in [21] stated that training and fine-tuning the 
nonlinear SVM, LR, and ANN models was challenging for 
the local computers due to the amount of the dataset 
(approximately 45000 rows with 80 features). They stated that 
they were able to train these models with their dataset. 
However, iterating over the hyperparameters of the models 
proved difficult. If they had more computing power available, 
they could improve the issue of hyperparameters. At this 
point, selecting features can assist in overcoming this issue. 

Through the previous articles search, we found that most 
researchers tend to include all the variables in the model 
formulation, such as [20], [25], [31], [32]. Reducing the 
number of variables in the model may lower the computation 
cost and accelerate model construction. Additionally, feature 
selection promotes generalization, which reduces model 
overfitting. Many variables in the model with little or no 
predictive value are often noisy. The data mining models learn 
from this noise, reducing generalization and causing 
overfitting. We can significantly increase generalization and 
decrease overfitting by eliminating this noise. Reducing the 
number of variables also lowers the possibility of data-
gathering errors. By deleting the highly correlated 
characteristic and keeping only the relevant features, variable 
redundancy can be reduced without losing crucial data [33].  

Most of the prior research on different areas of interest has 
proven that feature selection before model construction can 
aid in facilitating the selection of more relevant and correlated 
features to minimize the overfitting of the model with 
excessively irrelevant features [5], [6], [34], [35], [36]. Hence, 
we are applying feature selection techniques on this tennis 
match status to determine which factors are most significant 
in winning the tennis match, and we are using only the 
essential variables for our model formulation rather than 
incorporating all variables.  

This paper explores several approaches for evaluating the 
most critical attributes in the tennis sports database. In any 
statistical analysis, the existence of factors (features) that do 
not contribute significantly to identifying the dependent 
variable (DV) while creating an effective prediction model 
can be a severe issue. The primary goal of this study is to 
establish what factors (attributes) are the most accurate 
predictors for predicting tennis match outcomes. The 
following indicates how the paper is organized. Section II 
provides an overview of the methodology used. Section III 
presents the results and discussion, and Section IV gives the 
conclusion of the research presented. 

II. MATERIALS AND METHOD 

Table 1 describes the variables that would be used in 
analyzing a tennis match. The dependent variable (DV), or a 
response (e.g., ‘status’), describes whether a player wins or 
loses the match when competing against an opponent. The 
remaining variables are treated as independent variables (IVs) 
or predictors. 

271



TABLE I 
DATASET DESCRIPTION OF THE TENNIS DATASET 

Variable Description 
Tournament French Open, Australian Open, Wimbledon 

and U.S. Open 
Round 1,2,3,4, Semifinal, Quarterfinal and Final 
Type Left-handed and Right-handed 
Surface Hard court, Grass court, and Clay court 
Height Height of player (cm) 
Weight Weight of player (kg) 
Age Age of player 
PFSI Percentage of first serve in (%) 
PFSW Percentage of first serve won (%) 
PSSW Percentage of second serve won (%) 
PFSRW Percentage of first-serve return won (%) 
PSSRW Percentage of second serve return won (%) 
FSS First serve speed (kmh) 
SSS Second serve speed (kmh) 
DF Double faults 
Aces Aces 
UE Unforced error 
Status Win or lose 

 
To develop a model that can predict the outcome of the 

tennis match, it is essential to determine which attributes are 
most significant. We employed a set of algorithms already 
implemented in the R language to achieve this. Many 
packages and methods are available in the R programming 
language. In the R language, numerous packages and methods 
can be used to identify the most influential factors in 
explaining the DV. Figure 1 depicts the workflow of this 
study. It consists of several steps/stages, including data 
collection, checking missing values, detecting outliers, 
applying feature selection techniques, formulating a model, 
comparing, and selecting the best model. 

 

 
Fig. 1  Workflow of the features selection process 

 

We extract all datasets from the official tennis website for 
the four Grand Slam tournaments: French Open, Wimbledon, 
Australian Open, and U.S. Open. Next, we conduct an initial 
data analysis to verify the missing values. This investigation 
uses the MICE imputation on R packages to manage missing 
values. We then move on to the detection of outliers. For 
outlier detection, we address the outlier rather than removing 
it from all server performance indicators. We decided to 
replace the outlier with missing values and implement the 
iteration of the mean using MICE imputation to replace the 
missing values. 

After completing the preliminary data analysis, we used 
feature selection techniques to choose the most essential 
attributes. In this study, we employed the correlation matrix 
and relative importance metrics such as lmg, first and last, 
Boruta, MARS, and the cForest feature selection technique. 
From this point onwards, we will create a few models and 
conduct some model comparisons to choose the best model 
with the most essential attributes. 

A. Imputation 

Almost every dataset contains missing data, which can 
result in severe problems such as biased estimates or 
decreased efficiency due to a smaller dataset. Missing data 
can be replaced with new values using imputation methods to 
alleviate these issues. [37] defined missing data imputation as 
a typical method for dealing with missing values in which the 
missing values' substitutes are identified using a statistical 
technique. 

Multivariate imputation by chained equation (MICE) has 
been developed as a principled method of dealing with 
missing databases [38]. MICE is a popular method available 
in several statistical software programs, including R and SAS. 
The algorithm generates multiple complete datasets, each 
imputed with plausible values drawn from a distribution fitted 
to each incomplete variable [39], [40]. 

According to [38], the MICE procedure involves running a 
series of regression models in which each variable with 
missing data is conditionally modeled based on the other 
variables in the data. This means that each variable can be 
modeled based on its distribution; for example, binary 
variables can be modeled using logistic regression, and 
continuous variables can be modeled using linear regression. 
The implementation of MICE varies slightly across software 
packages, with some using a multinomial logit model for 
categorical variables and a Poisson model for count variables. 
In the MICE procedure, every time a value in the dataset is 
missing, a simple imputation is carried out, such as imputing 
the mean. These mean imputations may be considered 
“placeholders.” We noticed missing values for certain 
variables in the tennis dataset. To overcome this problem, we 
have used the MICE procedure to replace the missing values 
in those variables. 

B. Outliers 

After checking the boxplot for outlier detection, we 
discovered the presence of outliers among the variables. 
Instead of removing them from the model, we decided to 
replace them using the MICE imputation. However, the 
outliers must be treated as missing values before applying the 
imputation process [5]. 
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We used a boxplot to visualize quantitative variables by 
displaying the minimum, median, first and third quartiles, 
maximum, and any observation appointed as an outlier based 
on the interquartile range (IQR) criterion [41]. According to 
the IQR criterion, possible outliers are those observations that 
fall outside of the first and third quartiles, respectively, and 
whose IQR is calculated as the difference between those two 
quartiles. Alternatively, all data outside the subsequent range 
will be considered potential outliers.  
 

 
Fig. 2  Boxplot criteria 

 � = ��.�� − 1.5����; ��.�� + 1.5����  (1) 

A boxplot, one of the graphical tools for displaying the 
locality, spread, and skewness group of numerical data 
through their quartiles, was employed in Figure 2. A plot may 
have lines, also called whiskers extending from the box to 
indicate variability outside the top and lower quartiles. 
Consequently, the plot is also known as the box-and-whisker 
plot. Minimum and maximum are the lowest and highest data 
points in the data set, excluding any outliers, the median is the 
middle value in the data set, and the first quartile (��) is the 
median of the lower half of the dataset, the third quartile (��) 
is the median of the upper half of the dataset and interquartile 
range (IQR) is the distance between upper and lower quartiles. 
They are using the boxplot.stats()$out function available in R, 
extracting the values of possible outliers based on the IQR 
criterion is also possible. 

C. Feature Selection 

Prediction is the process of approximating the value of an 
unknown output variable's value based on its input variables' 
values. Previous research has shown that incorporating all the 
variables into a model can contribute to model inaccuracy, 
and in some instances, overfitting might occur. Hence, to 
avoid this problem occurring, it is important to apply the 
features selection technique in order to include only the 
variables that contribute the most in the model formulation. 
This ensures that only the variables with the highest 
correlation to the outcome are included in the model analysis. 

1) Correlation Matrix: A correlation matrix is a table 
presenting correlation coefficients between the variables. The 
correlation between the two variables is displayed in each 
table cell. Data are summarized using correlation matrices, 
also used as inputs for advanced studies and as diagnostics for 
such analyses. The value of the matrix lies between -1 and 1. 

2) Using the Relative Importance R Package: For the linear 
model, calc.relimp computes a number of relative importance 
metrics. The three different metrics employed in the model 
development are lmg, first, and last. 

 Lmg: it converts � into non-negative contributions 
that sum up to the total � that require more 
computational work. The lmg measure is based on the 
sequential �, but it handles the dependence on 

orderings by averaging over orderings using simple 
unweighted averages. 

 First, the regressors' importance is ranked based on 
their univariate cap R squared values, which correspond 
to the squared correlations between the regressors and 
the response. If the regressors are correlated, the sum of 
these individual contributions is frequently much 
higher than the overall cap R squared of the model 
when all regressors are considered. 

 Last: evaluates the importance of a regressor by 
measuring the increase in the total � when this 
regressor is included as the last one. It assigns the 
irisein � to each regressor when this regressor is 
included as the last of the p regressors. When 
regressors are linked, their contributions do not add up 
to the total �, but are often significantly less than the 
overall �. 

3) Using Boruta: The Boruta approach can select the most 
essential variables from a set of variables. This technique, 
known as Boruta in R, takes the dependent and independent 
variables as inputs and outputs a set of significant variables. 
In detail, the Boruta algorithm, which employs Random 
Forest by default, is an all-relevant feature selection wrapper 
algorithm compatible with any classification approach that 
produces a variable importance measure (VIM)—
differentiating the importance of the original attributes with 
the significance that can be randomly achieved, which will be 
estimated using their permuted duplicates, and gradually 
removing irrelevant features to stabilize the test. The 
approach performs a top-down search for significant features. 

4) Using MARS: The MARS technique, a component of the 
Earth package, uses the generalized cross-validation (GCV) 
statistic to calculate each predictor's contribution or variable 
importance score. The earth() methods in the Earth package 
and evimp() are used to construct the model and determine the 
significance of the various variables, respectively. 

5) Using cForest: The package party comprises the cForest 
method to build the model and the varimp() function to 
evaluate the relative importance of the predictors used in 
constructing the model. 

D. Model Comparison based on Model Development 

1) Logistic Regression (LR): LR is a supervised modeling 
technique commonly used to explain the outcomes when it is 
in definite form. This method is often used when the outcome 
variable is binary or dichotomous. On the other hand, the 
features (predictors) can be categorical or numerical values. 
In this paper, the outcome variable is the match status in the 
tennis match, which is either won or lost the tennis match. LR 
is used to build classification rules for a given dataset based 
on the information on predictors of tennis serve performance. 
The LR algorithm also uses a linear equation with 
independent predictors to explain the match status. The 
predicted value could range from negative infinity to positive 
infinity. 

There are some assumptions of LR that need to be fulfilled: 
The DV must be binary. 

 LR requires the observations to be independent of each 
other. 
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 LR requires no multicollinearity to exist in the 
predictors. 

 LR assumes linearity of independent variables and log 
odds. 

 LR assumes the largest sample size. 
The logistic regression equation is: 

 ��
�

���
= �� + ���� + ���� + ⋯ + ���� (2) 

where: 

��
�

���
 is the DV 

� is the IV 

� is the coefficient 

Based on the equation stated, it could be used to calculate 
the probability that the competing player will win the tennis 
match based on the predictors included. Therefore, the output 
of the linear equation needs to be compressed between 0 to 1. 

E. Model Performance Comparison 

Accuracy is defined as the ratio of the number of correct 
predictions to the total sample size. Sensitivity measures the 
proportion of true positives that are correctly identified, and 
specificity measures the proportion of true negatives that are 
correctly identified. Kappa is used to test the model's 
interrater reliability. 

 TP: True positive; values of precisely predicted event 
values. 

 TN: True negative; values of wrongly predicted values. 
 FP: False positive; values of no-event that were 

successfully calculated. 
 FN: False negative; values of no-event that were 

mistakenly calculated. 

 ����� �! =
"#$"%

"#$&#$"%$&%
 (3) 

 '(�)*+*,*+! =
"#

"#$&%
 (4) 

 '-(�*.*�*+! =
"%

"%$&#
 (5) 

 / -- =
� 0 �"# 0 "%�&% 0 &#�

�"#$&#� 0 �&#$"%� 0 �"#$&%� 0 �&%$"%�
 (6) 

III. RESULTS AND DISCUSSION 

This section describes the results and discussion based on 
the analysis obtained from Section II. 

A. Descriptive Analysis 

The descriptive statistics of the tennis dataset are displayed 
in Table 2. The table shows 12 attributes with missing values, 
with Weight, FSS, and SSS the highest missing attributes. We 
decided to use the MICE procedure in the R package to 
replace the missing values without omitting the variables from 

the list. After performing the MICE procedure, we discovered 
that none of those variables had any missing values. Multiple 
imputation steps that apply mean imputation were employed 
to replace all missing variables. 

TABLE II 
DESCRIPTIVE STATISTICS OF TENNIS DATASET 

Variables Mean Missing value (n) 
Height 174.4 23 
Weight 64.04 106 
Age 26.57 0 
PFSI 62.59 4 
PFSW 65.02 4 
PSSW 46.02 4 
FSS 157.1 166 
SSS 131.6 166 
DF 3.505 3 
Aces 2.817 2 
PFSRW 35.29 4 
PSSRW 50.57 4 
UE 26.58 2 

B. Outlier Detection 

After performing the imputation procedure, we must 
examine the boxplot for the presence of outliers. The 
existence of outliers can increase the dataset's variability, 
reducing the statistical power. Hence, removing or replacing 
the outlier with specific values can cause the result to become 
statistically more significant. After performing boxplots for 
each independent variable, we could see that most tennis 
serves performances contain outliers. Hence, we decided not 
to remove the outliers but to consider them missing values [5] 
and use MICE imputation to replace them. After completing 
this phase, we rechecked the boxplot for each variable and 
determined that all outliers had been addressed. 

C. Feature Selection Technique 

This subsection explains all the features and essential 
techniques applied in this study. Figures 3 to 5 show the plot 
of crucial values for each variable using the Correlation 
matrix, Boruta, and MARS package. In Figure 3, the 
correlation matrix, or heatmap, represents the strength of the 
correlation between tennis serve performance and match 
status indicated by color depth. The stronger the color shades, 
the larger the correlation magnitude. Figure 4 shows the 
boxplots of all the tennis serve attributes. In determining the 
variables using Boruta packages, the system uses 4 different 
default color indicators. The green boxplot represents the 
confirmed attributes, the red boxplot is confirmed to be 
unimportant, the blue boxplot corresponds to the shadow 
attribute, and the yellow boxplot is tentative. Figure 5 shows 
the variable importance of the tennis serve using the 
generalized cross-validation (GCV) statistic to calculate the 
contribution also called as variable importance score of each 
predictor. The highest gcv values indicate the most correlated 
variables with match outcomes. 
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Fig. 3  Plot of correlation matrix. 

 

 
Fig. 4  Plot of variable importance using the Boruta package. 

 

 
Fig. 5  Plot of variable importance using the MARS method. 

 
Table 3 presents the summary, in descending order, of each 

predictor variable's contribution to the tennis match's 
outcome, which is either a win or a loss. We have simplified 
the fifth most correlated variables from the table with the 
match outcome. From there, we could say that the first serve 
correlates with winning the tennis match indicated by PFSW 
and PFSRW. As observed in Table 3, the four topmost 
importance values are similar for all the techniques used. The 

only difference is on the fifth variable, in which correlation 
matrix and relative importance (first) are given to the Aces. In 
contrast, relative importance (lmg), relative importance (last), 
Boruta, MARS and cForest stated UE as their fifth variable. 
We built five different models to determine the most 
important variables for comparison. 
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TABLE III 
LIST OF IMPORTANCE VALUES FOR ALL FEATURE IMPORTANCE TECHNIQUES 

Technique Variable Importance value 
Correlation Matrix PFSW 0.58295 

PFSRW 0.57896 
PSSW 0.47988 
PSSRW 0.40978 
Aces 0.24456 

Relative 
importance (lmg) 

PFSRW 0.32219 
PFSW 0.26855 
PSSW 0.16599 
PSSRW 0.12213 
UE 0.03639 

Relative 
importance (first) 

PFSW 0.26854 
PFSRW 0.26488 
PSSW 0.18198 
PSSRW 0.13270 
Aces 0.04726 

Relative 
importance (last) 

PFSRW 0.42241 
PFSW 0.25603 
PSSW 0.14560 
PSSRW 0.09325 
UE 0.01900 

Boruta PFSRW 22.57640 
PFSW 22.13580 
PSSW 18.53746 
PSSRW 15.97057 
UE 8.73340 

MARS PFSW 100.0 
PFSRW 70.7 
PSSW 43.4 
PSSRW 31.3 
UE 18.3 

cForest PFSW 0.05670 
PFSRW 0.05452 
PSSW 0.02555 
PSSRW 0.02349 
UE 0.00709 

D. Model Comparison 

We develop LR models to compare the model’s 
performance based on the previously discussed list of 
essential features. LR is well known to be used when the 
outcome is binary and is one of the methods used in 
classification techniques. To compare the performance of all 
modes, we compare AIC, Accuracy, Sensitivity, Specificity, 
and Kappa values. All the descriptions are stated in Tables 4 
and 5, respectively. 

TABLE IV 
LOGISTIC EQUATION MODELS 

Model Logistic Equation 

Model 1 ��
-

1 − -
= −21.57748 + 0.2159978'9

+ 0.2143078'9 
Model 2 ��

-

1 − -
= −32.63030 + 0.2539478'9

+ 0.2650278'9

+ 0.148537''9 
Model 3 ��

-

1 − -
= −41.54155 + 0.2703978'9

+ 0.2937878'9

+ 0.159007''9

+ 0.122847''9 

Model Logistic Equation 

Model 4 ��
-

1 − -
= −41.02411 + 0.2554878'9

+ 0.2945178'9

+ 0.162717''9

+ 0.119967''9

+ 0.14058��() 
Model 5 ��

-

1 − -
= −38.25474 + 0.2788278'9

+ 0.2594378'9

+ 0.166187''9

+ 0.084017''9

− 0.03051<= 

TABLE V 
COMPARISON OF MODEL PERFORMANCE 

 AIC Accuracy Sensitivity Specificity Kappa 

Model 1 444.42 0.8684 0.8684 0.8684 0.7368 
Model 2 319.38 0.9178 0.9276 0.9079 0.8355 

Model 3 260.25 0.9178 0.9013 0.9342 0.8355 

Model 4 257.52 0.9046 0.9079 0.9013 0.8092 
Model 5 268.85 0.9112 0.8947 0.9276 0.8224 

 
Comparing all the models developed, we chose Model 3 as 

the best model with variables: PFSW, PFSRW, PSSW, and 
PSSRW in the model. This is because Model 3 has the highest 
accuracy, specificity, and kappa values, and it has lower AIC 
values than Model 2. In comparison evaluation, we can see 
that Models 2 and 3 have the same performance indicators but 
adding more variables in Model 3 can lower AIC values. All 
of the methods used in the feature selection process have 
proven that these selected variables are the most critical 
variables, which can support strengthening our findings. 

IV. CONCLUSION 

In previous work, most research done on tennis datasets did 
not use the features selection procedure, which can help 
improve the model's accuracy and reduce the tendency of 
researchers to produce an overfit model. Determining the 
attributes that are mostly related to the outcome of match 
status is crucial because it can help the coaches or any sports 
agencies to predict the status of a player in the middle of the 
tournament and gain early insight into the attributes or serve 
performance that must be improved for the next round to win 
the match. 

In this paper, we have presented a few methods for the 
feature selection process by using an R package that can be 
utilized to select the most critical attributes in the tennis 
dataset before building the prediction model. Our 
methodology applies different techniques for feature selection 
to choose the most significant variables in tennis matches and 
use the selected variables to build different logistic models for 
model performance comparison.  

After all the processes presented in this paper, we found out 
that the most essential variables to score winning in tennis 
matches are first serve and second serve, either win on serve 
or return serve indicated by PFSW, PFSRW, PSSW, and 
PSSRW. This implies that both serve strokes are crucial for 
the player to pay extra attention to if they want to score a win. 
However, to highlight more, the first serve is the most serve 
stroke that tennis players need to take extra care of to win. For 
future work, we would like to compare the selected attributes 
with another classification technique to demonstrate their 
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consistency. Other techniques include decision tree, naïve 
bayes and SVM. 
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