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Abstract— The Internet of Things (IoT) has become an integral part of our daily lives, growing exponentially from a facility to a 

necessity. IoT has been utilized extensively through cloud computing and has proven an excellent technology for deploying in various 

fields. The data generated by the IoT devices gets transmitted to the cloud for processing and storage. However, with this approach, 

there are specific issues like latency, energy, computation resources availability, bandwidth, heterogeneity, storage, and network failure. 

To overcome these obstacles, fog computing is utilized as a middle tier. Fog computing gathers and processes the generated data closer 

to the user end before transmitting it to the cloud. This paper aims to conduct a structured review of the current state of fog computing 

and its architectures deployed across multiple industries. This paper also focuses on the implementation and critical parameters for 

introducing fog computing in IoT-cloud architecture. A detailed comparative analysis has been carried out for 5 different architectures 

considering various crucial parameters to identify how the quality of service and quality of experience for end users can be optimized. 

Finally, this paper looks at the multiple challenges that fog computing faces in a structured six-level approach. These challenges will 

also lead the way for future research in resource management, green computing, and security.  

Keywords—Fog computing; cloud computing; fog architecture; edge computing; Internet of Things (IoT); architectural analysis. 

Manuscript received 3 Oct. 2023; revised 19 Jan. 2024; accepted 3 Mar. 2024. Date of publication 31 May. 2024. 

International Journal on Informatics Visualization is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

I. INTRODUCTION

Data Networking has come a long way from centralized to 
distributed approaches and then to cloud computing and IoT. 
Whenever ubiquitous computing is under the limelight, 
parameters like efficiency, power usage, availability, and 
connectivity are pivotal for the network. With a growing 
number of wireless sensor networks (WSN) and IoT devices 
every second, a colossal amount of data is being generated 
that traverses long distances to reach destinations. This data 
needs efficient processing, storing, and traversing [1]. With 
cloud computing and its various approaches, such as 
infrastructure-as-a-service (IaaS), platform-as-a-service 
(PaaS), and software-as-a-service (SaaS), many models have 
been deployed to suit business needs. However, data that 
travels long distances to be processed or stored can be 
optimized through fog computing. The IoT devices network 
under pervasive computing to produce raw data, which can be 

processed in fog and relayed onto the cloud for delay-
sensitive implementations. Being closer to the edge, fog can 
improve response time by processing and consolidating the 
output, optimizing it for the long haul while saving time and 
bandwidth [2]. Many areas in fog computing need dire 
considerations to regulate and benchmark the standards 
compared to cloud computing. 

Fog computing is still a relatively new networking 
technology. There is no set Fog Federation [3] to govern the 
communication and benchmark the architecture [1]. Many 
studies on the comprehensive implementation of fog 
computing are concerned with efficient task offloading, 
considering bandwidth, waiting time, availability, security, 
and energy [2], [4]. However, the Cloud Federation has 
already defined a well-structured architecture in cloud 
networking [1]. Therefore, the main challenges in fog 
computing that need further investigation are quality of 
service (QoS), cost, energy, bandwidth, and security [4]–[8]. 
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II. MATERIALS AND METHODS

A. Background of IoT

Communication was restricted to mostly voice-over
telephone lines or handwritten letters in the 80s. Later, the 
Internet existed, and communication started diverting over the 
digital platform. This was when VoIP was introduced and 
transformed the entire meaning of communication. With the 
inception of the Internet and its role in our daily lives today, 
the term IoT can be defined as all the things that can be 
connected through the Internet. MIT Auto-ID Labs was the 
first to give an initial concept of IoT in the 1990s [9]. The first 
IoT application that came into existence was the Trojan Room 
coffee pot which gave birth to the term IoT [10], [11]. ITU-T 
refers to IoT as “Global infrastructure for Information 
Society, enabling advanced services by interconnecting 
(physical and virtual) things based on existing and evolving, 
interpolative information and communication technologies” 
[12] which has been referred to in [10] also. Khanna and Kaur
[13] have elaborated that the transition from the Internet to
IoT has many phases. In the pre-internet phase,
communication was based on fixed telephone lines, and then
mobile telephony gave mobility in terms of wireless
connectivity. The author described the second phase as the
Internet of Content, which could exchange large-sized digital
content. The third phase was defined as the Internet of
Services, which comprised e-commerce, and the fourth phase
was described as the Internet of People, which associated
people with social media and similar platforms. Shortly, the
next phase may be related to Artificial Intelligence, where the
IoT devices will be capable enough to make their own
decisions without the intervention of humans.

Since IoT is a concept that comes from the Internet, it 
incorporates IP-based services through IPV4 and IPV6 
standards. Therefore, IoT aims to develop an architecture that 
provides mobility and interoperability between heterogeneous 
platforms and standards to integrate into cloud computing. 
Figure 1 shows various communication technologies of IoT. 

Fig. 1  IoT communication technologies [13] 

B. Cloud Computing

Cloud computing has existed since early 2006 and has
matured over time to provide virtualized resources based on a 
vastly deployed infrastructure. Customers use this 
infrastructure on pay-per-use models with various pricing 
options.  Cloud computing is mainly based on data centers 
spread worldwide and placed in the middle of the network to 
be accessed easily via the Internet.  These data centers 
comprise voluminous resource-rich standardized physical 
servers interconnected by a redundant and stable network 
[14]. A resource orchestration framework is in place to 
optimize infrastructure and compliance with SLA. According 
to the National Institute of Standards and Technology NIST 

[15], cloud computing is a model that enables global, 
convenient, as- and when-needed network access to a shared 
pool of customizable computing resources that can be quickly 
provisioned and deployed with minimal intervention. Because 
of these characteristics, the cloud computing industry 
expected exponential growth from $67 billion in 2015 to $162 
billion in 2020 [16].  

Cloud computing can be categorized based on their 
deployment models. These categories are mainly 
distinguished depending on the availability of the data center 
and service types. Users can select the most suitable 
architecture depending on their business needs. As shown in 
Fig. 2, these models can be private, public, hybrid, or 
community [15], [17], [18], considering the client of the cloud 
and the availability of the data center. As for the service type, 
there are three most commonly used cloud service models. 
Software as a Service, Platform as a Service, and 
Infrastructure as a Service [17]–[19] as shown in Fig. 3. The 
SaaS platform gives responsibility to the end user for the 
application, programming interfaces, and the GUI, however 
the OS, virtualization, the middleware and the servers along 
with the network are not of concern for the end user [15], [17], 
[20]. In the PaaS deployment model, the cloud provider is 
responsible for infrastructure, OS, and services platform, and 
the end user for application, data, and deployment [20]. In 
IaaS, as defined by Bhardwaj et al., “the delivery of hardware 
(server, storage, and network), and associated software 
(operating systems virtualization technology, file system), as 
a service” [21], the cloud provider offers the infrastructure, 
OS and virtualization to the end user who is responsible for 
the entire management from application to storage [15], [20]. 

Fig. 2  Cloud computing models [22] 

In the past few years, with technological advancements in 
processing capabilities, storage, and communication, an 
overabundance of things has been updated with 
computational capacity, creating what we know today as the 
IoT era.  The devices of this era include but are not limited to 
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smart wristbands, smart building devices, smart city power 
grids, smart watches, etc.  Over the years, the computing 
power of mobile devices has increased drastically, and the 
desired interaction and integration with these new smart 
devices create a scenario in which several heterogeneous 
devices are combined to work on the same application or 
service.  Due to the characteristics mentioned above of cloud 
computing and the fact that cloud computation is very far 
away from the end user, cloud computing cannot deliver the 
high computation demand in a delay-tolerant environment. 

 
Fig. 3  Cloud computing service models [22] 

C. Fog Computing 

The entire concept of fog computing is conceptualized 
when the cloud is closer to the ground. The idea of fog 
computing was bred to describe the computational paradigm 
to bring the fruits of the cloud closer to the IoT devices [23].  
Therefore, it is also considered a highly distributed computing 
model integrated with the cloud to carry out the processing at 
the edge.  This will enable the execution of applications that, 
until then, were not possible because of high latency, which 
hindered communication between the IoT and the cloud [24]. 
According to Cisco, fog computing is an expansion of the 
cloud that spreads from the center to the edge (IoT devices) to 
enhance performance and data analytics [25]. This expansion 
comprises many fogs nods spread across various locations to 
provide application and data services [26]. These fog nodes 
are like a lighter version of cloud servers and can provide 
computational capabilities [27]. This scenario can give 
information and processing capabilities much closer to the 
end-user devices or the IoT. Fog computing offers a seamless 
collaboration of assets that can automate processing and 
storage functionalities in real time [28]. 

Customization of software and hardware is possible at the 
fog nodes according to the application’s requirements or the 
environment where it will be positioned [29], which is also 
discussed in [25] and [27]. Since fog computing offers edge-
level processing with suitable latency for enterprises, and 
because the data are not standardized, the fog analyzes them 
at the edge before sending the data to the cloud [30], [31]. 
Heterogeneity, low latency, scalability, mobility, security, 
and position awareness are all supported by fog technology 
[32]. As shown in Fig. 4, fog computing aims to enhance and 
strengthen cloud computing efficacy rather than compete with 
cloud computing [33].  

Fog computing has several benefits, such as helping 
expand cloud architecture. Fog and cloud computing use 
similar resources in computing, networking, and storage and 
feature virtualization and multi-tenancy. However, fog 
computing introduces some benefits to IoT devices [34]. 

 
Fig. 4  Fog computing working at the edge to assist the cloud [34] 

 
The benefits of fog can be described as follows: 
 Lower latency: Fog computing can support live 

environments and real-time services [35], [36]. 
 Higher business agility: Fog computing applications 

can be easily and quickly developed, deployed, and 
programmed according to user needs [34], [37]. 

 Large-scale geographical distribution: Fog computing 
provides a distributed environment for computing and 
storage for large and widely distributed applications 
[35]. 

 Cost-effective operations: Network bandwidth and 
energy can be saved by processing the IoT data locally 
before transmitting it to the cloud for analysis [34], 
[36]. 

 Heterogeneity and flexibility: Fog computing can 
accommodate various network architectures and 
environments, providing a synchronized data output for 
the cloud [34], [37]. 

 Scalability: IoT devices can be increased as and when 
required as the fog area is closer to the end device [35]–
[37]. 

 Security: Fog computing is deployed closer to the end 
devices with a minimum delay and can provide high-
level security [36]. 

Table 1 compares various features shared by cloud and fog 
computing simultaneously. Fog computing is not an 
alternative to cloud computing, but it boosts the system's 
efficiency overall for a better end-user experience. 

TABLE I 
FEATURE COMPARISON BETWEEN CLOUD AND FOG [38] 

Features  Cloud Fog 

Service Latency High Low 
Network Delay High Very Low 
Location of Service Within the 

internet 
Edge of local 
network 

Geo-distribution Centralized Distributed 
Mobility Limited support High support 
Location awareness No Yes 
Last mile 
connectivity 

Leased line Wireless 

Distance between 
client and server 

Multiple hops Single hop 
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D. Architecture of Fog Computing 

Fog works with cloud computing to provide delay-tolerant 
service by bringing some cloud-run operations to the end of 
the network closer to the IoT devices. Generally, in an 
orthodox cloud architecture, the data sensed from the sensors 
or acquired from actuators is sent to the cloud for processing. 
As a result, the cloud produces a response that can be a 
command or action carried out on end devices. In such an 
environment, delay caused by jitter or latency on the network 
can cause undesired results at the end devices. A fog layer is 
introduced in the cloud architecture to address this issue, 
bringing the immediate processing capability closer to the IoT 
devices. A three-layered approach is used in fog computing 
architecture, as shown in Fig. 5.  

According to Singh [39], the IoT devices are connected to 
the fog layer, which processes the raw data received by the 
IoT devices and takes actions as required by the fog 
application to either send relevant commands back to the IoT 
devices or send the data to the cloud for further analysis or 
storage. Once the data reaches the fog layer, it is routed to the 
relevant fog node for processing. At the fog layer, multiple 
fog nodes may interact with each other depending on the fog 
application. 

 
Fig. 5  Fog-cloud interface [39] 

 
This approach reduces the time it takes to process the data 

and the relevant actions for the IoT devices. This also makes 
sure that various factors that cause delays over the Internet 
will not be a problem as the fog nodes are geographically 
closer to the IoT devices, ensuring quick response and 
processing in a highly delay-sensitive environment. In 
addition, having the data processed at the fog layer means the 
bandwidth and energy can also be conserved. Once the data 
has been processed at the fog layer and the required actions 
have been performed at the IoT layer, the results can be sent 
to the cloud for analysis or storage. 

According to Aazam and Huh [40], [41], Mukherjee [24], 
and Muntjir [42], the fog architecture is built upon six layers, 
as shown in Fig. 6. The physical and virtualization layer 
consists of various types of physical and virtual nodes and 
virtual sensor networks, which are maintained according to 
their specific type and service demands. The data collected 
from sensors are sent to upper layers through gateways for 

cleaning and processing [43]. The monitoring layer monitors 
all the network elements, resource utilization, and availability 
of sensors and fog nodes. The tasks carried out by nodes are 
observed in this layer and include type of tasks, time, and 
schedule monitoring. Applications and services deployed on 
the infrastructure are monitored regarding status and 
performance [24]. This layer observes energy consumption as 
fog nodes can consume different power levels, making energy 
management effective and timely [24], [41]. The pre-
processing layer manages the raw data extracted from the IoT 
devices. This data is analyzed, filtered, and trimmed to extract 
meaningful or required information. A temporary storage 
layer is used to store this information temporarily. Once the 
data is sent to the cloud, the storage can be wiped and used 
again as required [41], [42]. The security layer involves 
encryption/decryption of the data, and integrity efforts are 
applied to protect the data that traverses the network. In the 
transport layer, pre-processed data is physically transmitted to 
the cloud, which is further processed, analyzed, and stored as 
required [41], [42]. 

 

 
Fig. 6  Fog layer architecture 

 
The OpenFog Consortium has proposed OpenFog [44] 

hierarchical architecture for fog computing. OpenFog focuses 
on increasing intelligence in the system by deploying fog 
nodes at various levels. Fig. 7 shows how the fog nodes are 
positioned in multiple deployment views. The fog layer is 
spread out from the end devices to the cloud in different 
hierarchical orders and is deployed based on the size, type, 
and latency requirement of the jobs being processed. The fog 
nodes' tiers differ in capabilities, such as processing, 
networking, and reliability, therefore creating more 
intelligence in the architecture. Data acquisition and 
normalization are performed in the bottom tier, whereas the 
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upper tier controls data filtering, transformation, and 
compression. 

 
Fig. 7  OpenFog Consortium reference architecture 

 
Clouds Lab has also proposed a fog computing architecture 

[45], as shown in Fig. 8. This reference architecture aims to 
reduce complexity by introducing a software-defined resource 
management layer. This architecture has five layers: the 
access layer, the network layer, cloud services and resources, 
software-defined resource management, and IoT applications. 
At the lowest layer, called the access layer, there are end 
devices with their software, edge devices, and gateways to 
connect to the network. The cloud layer provides the 
computational platform for IoT applications. The software-
defined resource management layer organizes and manages 
all the resources available in the architecture based on an 
abstract view of the resources, which helps to reduce the 
complexity. This particular architecture aims to maximize the 
use of fog to improve the performance of the applications in 
delay-sensitive environments. The software-defined resource 
management layer is the key to this architecture; as shown in 
Fig. 8, 8 critical responsibilities are allocated to this layer. 

Another fog computing architecture was proposed by 
Flavio Bonomi et al. [46], as shown in Fig. 9. In this 
architecture, the author envisioned the need for heterogeneity 
and seamless resource management across a diverse set of 
platforms. In addition, the architecture should be supple 
enough to support a varied set of application use cases. The 
proposed reference architecture consists of some components. 
The heterogeneous physical resource layer is the fundamental 
component of fog physical resources, including sensors, 
access points, edge routers, servers, and mobile phones. The 
fog abstraction layer maintains the heterogeneity of varied 
platforms for a uniform and programable interface to provide 
seamless resource management through higher layers. This is 

achieved using generic APIs to monitor, provision, and 
control all physical and digital resources.  

This layer also incorporates security, isolation, and privacy 
policies for various architecture components. The service 
orchestration layer is intended to manage a wholly distributed 
fog computing environment and offer live, policy-based 
lifecycle management for all the fog services. This layer 
comprises a policy manager, capability engine, life-cycle 
manager, and a distributed database. Foglet enhances 
orchestration capabilities as a software agent on edge devices. 
The distributed message bus is employed to piggyback control 
messages for resource management and service orchestration. 

 

 
Fig. 8  Cloud Lab fog architecture [45] 

 

 
Fig. 9  Cisco-Bonomi fog architecture [46] 

 
Based on the extension and integration of the ETSI NFC 

framework [47] and ONF’s Software-Defined Network 
architecture [48], Habibi et al. [49] proposed an AUT 
reference architecture for fog computing. They also discussed 
interfaces between system components and elaborated on 
open interfaces mainly derived from OpenStack open APIs 
[50].  
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This architecture comprises 5 components, as depicted in 
Fig. 10. The infrastructure layer is divided into 4 parts: ground 
(consisting of end devices), fog (hosting fog VNFs), cloud, 
and network. Fog nodes can be tiny in terms of small storage, 
network, and computational capabilities or rich fog nodes in 
high storage, network, and computational capabilities. The 
Abstraction layer serves the purpose of maintaining 
heterogeneity and complexity of the infrastructure through 
high-level API. The Control and Management layer 
comprises software-defined network controllers and virtual 
resource management. The SDN controllers provide generic 
APIs for provisioning, monitoring, and managing the 
resources. The resource management unit provides inventory, 
virtualization, monitoring, and performance measurements. 
The Application and Services layer is responsible for user 
software, services, and virtual functions installed on physical 
or virtual resources by the control and management layer. The 
End-to-End Orchestration layer provisions the control and 
management layer as and when demands are received from 
the application and services layer. This may include 
determining network slices, connectivity, instantiating, 
allocating, and administering network functions and resources 
needed for seamless delivery of end-to-end services. 

 

 
Fig. 10  AUT reference fog architecture 

 
Velasquez et al. [51] proposed SORTS for service 

orchestration, which comprises three layers, namely the IoT 
layer, the Fog layer, and the Cloud layer, as shown in Fig. 11. 
The IoT layer has Virtual Clusters that are a collection of 
communication terminals. In this paper, the author shows the 
orchestrator components used to manage and orchestrate all 
the resources and functions. The Orchestrator comprises of 
multiple modules. The communication manager is 
responsible for seamless communication between different 
orchestrator instances, whereas the resource manager is 
responsible for monitoring the resource utilization of the 
infrastructure. The Service Discovery module is responsible 
for looking up services available in the nearest locations, 
while the Status Monitor keeps track of tasks and activities in 
the system. The Security Manager provides privacy and 
authentication mechanisms. The Planner Mechanism carries 
out the scheduling of processes and where they will be 
allocated. The last module, the Optimizer Mechanisms, is 

located at the upper layer and is responsible for improving the 
system's performance. 
 

 
Fig. 11  SORTS hybrid fog architecture 

 
Brito et al. [52] proposed SOAFI reference architecture for 

fog computing that leverages TOSCA and NFV MANO [53]. 
As shown in Fig. 12, this client-based reference architecture 
includes two main components: the Fog Orchestrator and the 
Fog Orchestration Agent. The Fog Orchestrator is an entity 
that collects the fog nodes together into logical groups called 
Logical Infrastructure. This particular formation allows the 
handling of multiple domains and the carrying out of 
federation. The Fog Orchestrator comprises the Infrastructure 
Manager, Orchestration, Monitoring, and Security. The 
infrastructure Manager keeps an inventory of all resources in 
the fog domain and performs resource allocation and 
discovery. The information produced by the infrastructure 
management module is forwarded to the Orchestrator to carry 
out the required activities. The Monitoring unit provides the 
details like the topology of fog nodes in the domain to the 
Orchestrator. Fog Orchestration Agent is available in each 
cloudlet, which includes management interfacing for the Fog 
Orchestrator. 

 
Fig. 12  SOAFI reference architecture for fog computing 

Fog computing faces many challenges in terms of the 
proposed architecture. These parameters have been studied, 
and a comparative analysis has been carried out, as per Table 
2. The parameters have been examined to increase the quality 
of service for the system and the quality of experience of the 
end users. It gives a bird' s-eye view of the challenges fog 
computing faces and its field of research. 
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TABLE II 

COMPARATIVE ANALYSIS FOR FOG ARCHITECTURE 

 

III. RESULTS AND DISCUSSION 

With all the advantages of fog computing, it becomes an 
ideal solution for real-time, delay-sensitive, heterogeneity, 
low latency, and resource-hungry applications. There are 
many sectors that incorporate fog computing to enhance QoS 
and end user experience through fog computing. A few 
applications have been discussed below. 

A. Fog Computing for Smart Home 

The idea of smart homes is rapidly developing with 
technological advancements. Smart homes are an idea where 
home residents can spend their daily life in a more efficient 
manner based on their particular routine. The concept of smart 
home is where the home appliances are IoT devices which can 
be monitored, administered and controlled from distance. 
Hassan et al. [54] has described how IoT can support colossal 
number of gadgets for gathering and transmitting data to 
different administrations such as monitoring of environment, 
home automation and infrastructure control. L. U. Khan et al. 
[55] describes how fog computing can help wirelessly 
regulate home appliances such as lighting, television, air 

conditioning, and fans. Another study proposes a hierarchical 
distributed fog computing architecture for integration of 
various IoT devices for home automation [56] which has also 
been discussed in [57]. There are various applications of smart 
homes using fog computing for efficient power consumption 
and energy management where authors have proposed fog 
architecture that use data from home appliances to manage 
and control these devices intelligently [58]–[62]. There are 
multiple studies available where authors have proposed fog 
computing architecture for data confidentiality, 
authentication and enhanced security [63]–[66]. Al-Syouf et 
al. [67] has proposed a smart home system based on fog 
computing that helps prevent or limit DDoS SYN flooding 
attacks through 3-way handshake with webserver, and a query 
tokenization technique to detect SQL injection attacks. The 
author has also proposed fog layer with hash-based security 
system to prevent theft of sensitive data. 

B. Fog Computing for VANETs 

Vehicular Ad-hoc Network has been around since 2000 
when car-to-car communication began and has evolved to a 
complex network of shared computational resources. It is a 

Parameters AUT SORTS Cloud Lab SOAFI Cisco-Bonomi 

Scalability 

Support available at 
the management and 
control plane through 
hierarchical design 

Not Available 
Not 
Available  

Not Available 

Through distributed 
message bus to 
provide scalable 
management channel 

Orchestration Available Available 
Not 
Available  

Available Available 

Heterogeneity 
Through virtualization 
and abstraction layers 

Not Available  
Available in 
IoT device 
layer 

Through fog agent 
withing the fog node 
level 

Through fog 
abstraction layer 
within fog node level 
and physical resources 

Scheduling 
Through VIM, 
VNFM, and VNFO 

Through Planner 
mechanisms for 
processes and their 
locations 

Through 
SDRM 

Orchestrator carries 
out service 
management and 
catalog 

Not Available 

Path Computation 
Through SDN 
controllers 

Not Available 
Not 
Available 

Not Available Not Available 

Discovery and 

Allocation 

Service Discovery 
module 

Service Discovery 
mechanism 

Not 
Available 

Through 
Infrastructure 
Manager 

Not Available 

Interoperability 
Through OpenStack 
and REST APIs 

Not Available 
Not 
Available 

M2M interoperability 
through standard 
communication 

Through generic APIs 
(Orchestration and 
data API's) 

Latency 
Service placement 
module 

Service placement 
mechanism 

Not 
Available 

Not Available Not Available 

Resilience 

Supported through 
topology manager 
module 

Survivability 
mechanism at 
Orchestrator 

Not 
Available 

Not Available Not Available 

Prediction and 

Optimization 
Not Available 

Global mechanism 
to improve 
performance 

Through 
knowledge 
base system 

Through policies for 
virtual environment 

Not Available 

Security and 

Privacy 
Not Available 

Through Security 
Manager 

Not 
Available 

Data security 
mechanism as 
dependencies of the 
Orchestrator 

Not Available 

Authentication, 

Access, Control and 

Accounting 

Through keystone and 
LDAP 

Security manager 
provides an 
authentication 
mechanism 

Not 
Available 

Not Available Not Available 
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concept in which cars communicate with the fixed 
infrastructure on the roadside as well as other cars that are 
traveling on the road [68], which is later used in Intelligent 
Transport Systems (ITS) offering traffic management 
solution that integrates humans, cars, street protection, and 
traffic management systems through telecommunication 
technologies like Wi-Fi, GPS and IoT sensors [69]. VANET 
can offer various services, like traffic control for congestion 
areas and real-time safety measures to prevent accidents [70]–
[72]. In such an environment, delay and latency are of utmost 
concern as decisions must be made in real-time.  

Therefore, fog computing has proven to be an essential role 
player in VANETs. Security, confidentiality, and data 
integrity are important aspects of VANET's growth. Samara 
et al. [73] have developed a fog-cloud layer that decreases the 
time taken for real-time applications on VANET for queries 
and responses by addressing the challenges faced by VANET, 
such as reaction time, storage, and reliability. The author has 
proposed a system that brings the computation closer to the 
vehicles to cater to latency caused by long-distance 
communication to the cloud. Liu et al. [74] formulated the 
problem of service delay via the cooperation of vehicle-to-
cloud, vehicle-to-fog, and vehicle-to-vehicle communication.  

To address this problem, the author proposed a Clique 
Searching Scheduling (CSS) algorithm, which caters to the 
heterogeneous nature of interfaces and vehicle mobility in 
scheduling and enables effective and timely transmission 
among the fog nodes, cloud, and vehicles. Paul et al. [75] 
studied the traffic congestion issue with the exponential rise 
in road traffic. The author has proposed a Real-time routing 
algorithm designed for ITS-enabled fog-oriented VANET. 
The system gathers real-time traffic data and aims to re-route 
vehicles through a Next Hop selection algorithm to avoid 
traffic congestion.  

Another issue of grave importance for VANET is security. 
Bousselham et al. [76] have discussed the importance of 
security in VANETs and have introduced Decoy Technology 
(DT) and User Behavior Profiling (UBS) as an alternative 
solution when traditional cryptographic algorithms fail, and 
the security keys have been compromised. Through fog 
computing architecture, this solution helps cater to security, 
privacy, and trust in vehicular fog nodes and servers. Another 
paper by C. Tang et al. [77] discusses the possibility of 
resource pooling in Vehicular Fog Computing in a way that 
the computational resources of vehicles are pooled up and 
combined to provision computational capabilities jointly in a 
community through a genetic algorithm to solve optimization 
problems. 

C. Fog Computing for Healthcare 

In the age of IoT, the primary concern comes down to 
computational availability, storage readiness, heterogeneity, 
and mobility. The healthcare sector has become drastically 
patient-centric, and therefore, these characteristics of fog 
computing have a significant role in healthcare systems and 
applications where real-time, delay-sensitive, and highly 
confidential data traverses over the network. Optimization of 
such real-time networks has become of paramount 
importance. Aiswarya et al. [78] have discussed the need for 
a multi-layer architecture to manage the gigantic size of data 
generated by healthcare systems and have proposed a time 

optimization architecture to cater to the system needs, 
including speed, heterogeneity, accuracy, and latency. Shukla 
et al. [33] have proposed the Fuzzy Reinforcement Learning 
Data Packet Allocation (FRLDPA) algorithm. It is a hybrid of 
fuzzy and reinforcement learning to enhance the network 
latency in a hospital environment. This approach integrates 
the hospital IoT devices with fog services to manage the QoS 
required for latency-critical tasks. Pourkiani et al. [80] have 
discussed the necessity of fog computing in Wireless Body 
Sensor Network (WBSN) based healthcare applications.  

When communicating with the cloud, these applications 
cannot perform well due to their delay-sensitive nature; 
therefore, fog computing brings the computational power 
closer to the end user in real-time. Winnie et al. [81] have 
discussed the colossal size of data in the healthcare 
environment generated by IoT devices sent to the cloud for 
storage. This data must be processed, optimized, and secured 
before being sent to the cloud for storage. The author has 
proposed fog computing as a solution to gather data from 
devices and encrypt it in fog nodes using the AES algorithm, 
and then it is sent to the cloud for storage. Adanur et al. [82] 
have discussed the application of blockchain in healthcare on 
top of fog computing. The author has proposed a blockchain 
application based on fog architecture that caters to 
heterogeneity, latency, and delay sensitivity in the healthcare 
sector. Other studies in the healthcare sector discuss fog 
computing as an ideal solution for providing real-time 
solutions for delay-sensitive and resource-hungry 
applications alongside providing heterogeneity and security 
measures to the end users [83]–[87]. 

D. Fog Computing for Live Video Streaming 

With the advancements of social media, online movie 
streaming, and other applications, video streaming has 
become one of the most bandwidth-consuming services on the 
Internet. The quality of streaming videos has increased to 8k 
HD and above, making video content delivery a challenge 
[88], which is also discussed in [89]. A common approach to 
reducing this latency in delivery and smooth streaming of 
video content is to pre-process various quality versions of 
each video and cache them using content delivery networks 
specific to a particular geographical area.  

This approach is also failing as the sheer size of video 
content grows exponentially by the second, and content 
delivery networks are becoming inefficient. Veillon et al. [89] 
have discussed this issue faced by content delivery networks 
and proposed an architecture for Fog Delivery Network 
(FDN). The author has provided methods to federate the FDN 
to reduce the latency in video streaming. As for caching 
functionality, FDN can process on-demand videos. Federated 
FDN pulls cached video content on surrounding FDNs to 
further reduce latency. It has an evaluation mechanism to 
calculate the cost-benefit of pulling or processing the video 
together. Gama et al. [90] have also studied the issues related 
to video streaming services and have proposed a multi-tier 
architecture with a set of services for video streaming in fog 
computing architecture to design and assess a reliable and 
low-latency multi-tier architecture for the smart city 
environment. This architecture provides heterogeneity and 
video on demand by dynamically deploying multimedia 
services for fog to cloud networks through the ETSI 
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framework while taking advantage of SDN and NFV 
principles. Ledakis et al. [91] propose a novel and adaptive 
architecture for smart surveillance that utilizes cloud, fog, and 
edge resources. The system uses a camera-embedded system 
at the edge, such as CCTV, a publicly accessible cloud data 
processing infrastructure, and fog computing, which is 
utilized for data fusion of video streams in targeted areas.  

To overcome the issues with real-time applications such as 
multimedia streaming and emergency notifications, which 
need timely response and low latency, Lai et al. [92] have 
proposed a QoS-aware streaming service over fog computing 
infrastructure by changing the video quality according to the 
network service and conditions. The author has run 
experiments to prove that this mechanism has improved 
resource utilization and QoS by adapting the video to the best 
possible quality depending on the network connectivity over 
fog computing infrastructure. Other authors have also 
proposed fog computing as a solution for traditional storage 
and data processing in the cloud that does not satisfy latency-
critical streaming [93]–[96]. 

E. Fog Computing for Smart Grid 

Fog computing works as an intermediary between the 
cloud servers and the end users, ensuring that the delay-
sensitive processing takes place closer to the end user to 
enhance QoS and minimize the load on cloud servers. Smart 
Grids are used for efficient electricity management to cater to 
the user demands of electric supply. A smart grid is a two-way 
communication system that provides electricity to consumer 
houses from a powerhouse based on their requirements [37].  

For this purpose, fog computing is an ideal candidate as it 
can monitor smart grid data and maintain the information to 
predict future electricity loads and requirements. Ashraf et al. 
[97] have proposed an efficient real-time electric management 
system that minimizes energy wastage and routes the excess 
energy between deficient grids. The author proposes a three-
layered approach for efficient and prompt communication 
between the end users and the smart grid through fog 
computing, as it can reduce the processing and response time 
of cloud data centers. The author has also stated that Active 
Monitoring Virtual Machines and Throttled load balancing 
algorithms outperform round-robin scheduling for fog server 
electricity requests. A. Mohanty et al. [98] state that cloud 
computing is a good solution for on-demand computational 
needs. Still, it has drawbacks, such as response time and 
latency.  

Therefore, the author proposed a fog-aided cloud-based 
model for efficient resource management in smart grids. The 
author has encompassed four meta-heuristic algorithms for 
load balancing assisted by fog computing: gradient-based 
optimizer, swarm optimization, any colony, and artificial bee 
colony. Barik et al. [99] have applied fog computing in a 
distribution generation system known as Microgrid. Fog 
computing is introduced to relieve the cloud from heavy 
processing and multi-tasking when dealing with large data 
volumes. The fog framework is hardware-oriented and based 
on Intel Edison, which increases the system's effectiveness by 
lowering power consumption, overlaying analysis 
capabilities, and reducing storage requirements. Redondo et 
al. [100] state that smart meters have capabilities such as 
control and communication and have efficiently enhanced 

energy delivery. However, they have also given way to threats 
that need countermeasures. Unexpected variations in energy 
consumption can be an eye-opener and result in an unsolicited 
set of events. The author has introduced an approach based on 
fog computing that supports analysis of electricity usage, 
alongside establishing a mechanism to avoid injection of 
incorrect data in the smart grid monitoring system. Chouikhi 
et al. [101] have investigated the problems smart grids face 
regarding increasing energy demands, energy costs, and total 
blackouts.  

The author aims to distribute energy consumption daily to 
avoid congestion during peak hours by proposing a fog-based 
model for demand scheduling using cost as a motivation. This 
model lets fog nodes schedule appliance operations by 
monitoring consumers' preferences to reduce energy 
consumption. The author proposes a fog node assignment 
scheme to decide which appliance will be managed by which 
node. This assignment scheme aims to optimize the usage of 
fog node resources alongside decreasing the schedule 
processing latency. Other studies [102]–[106] also discuss fog 
computing applications in smart grids to assist with various 
resource scheduling schemes, latency issues, and energy 
management issues in real-time applications. 

F. Concerns and Challenges 

Although fog computing has its charms and advantages, 
such as assisting cloud computing to maximize QoS and QoE, 
it also comes with a few concerns and challenges. This paper 
studies these challenges in a structured approach through six 
identified levels. 

1) Application Level: Fog applications can be deployed 
over areas with different service providers, which means that 
fog nodes will require control and data interfaces for 
interoperability at both the provider and fog levels. 
Developers find it challenging to incorporate heterogeneous 
resources to work under one system. Reliability is paramount 
for fog computing environments, especially for mobility 
applications. Checkpoints and rescheduling can be utilized to 
ensure reliability, but end users will have a tradeoff with 
latency and response time. The devices in fog computing may 
have hardware and software errors and unexpected real-time 
situations unique to a particular system or application. 
Therefore, fault tolerance is a factor that needs consideration 
when implementing fog computing as it will cause delay and 
latency. 

2) Monitoring and Security Level: since fog nodes are 
connected to the Internet, they are susceptible to DoS attacks 
and Man-in-the-Middle attacks. Although studies and 
research are discussed in this paper incorporating Transport 
Layer security mechanisms and handshaking protocols to 
avoid such attacks, more reliable and stern monitoring and 
security protocols dedicated to fog computing are yet to be 
seen to prevent such attacks. Privacy and access control are 
also a concern as the nature of fog nodes are lightweight and 
energy-limited, which makes fog computing strategy for 
access control a difficult task 

3) Storage Level: By nature, fog computing nodes store 
data temporarily, which is sent to the cloud for storage once 
processed. When this data is required again, it takes time to 
arrive from the cloud. Also, protection is a concern in fog 
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computing, as it is challenging to manage nodes to encrypt or 
decrypt the data while sharing it with the cloud. 

4) Processing Level: As discussed in this paper, fog 
computing processes the data locally and then forwards it to 
the cloud for further analysis and storage. The nodes do not 
have enough computational resources to complete the task on 
their own. Also, fog provides lower latency solutions for 
applications like VANETs and Smart Cities; however, 
centralizing the analysis and processing of data may result in 
higher latency. 

5) Management Level:  Resource management is the 
biggest challenge discussed in this paper. With fog 
computing, the resources are limited and must be managed 
efficiently for a smooth user experience. For geographically 
separated user devices, it is hard to locate the data and then 
map the user’s tasks to the appropriate node with the required 
resources concerning task complexity, the sensitivity of time, 
and the uniform distribution of resources. 

6) Infrastructure Level: There is no doubt that IoT 

devices are increasing exponentially and are distributed 
across a wide variety of heterogeneous platforms. To enhance 
user experience, these platforms require interoperability 
through fog computing to provide heterogeneity. It is 
challenging to allocate computational resources and tasks in a 
foggy environment while incorporating heterogeneity to 
users, especially with low latency and energy-efficient 
requirements. Fog nodes utilize wireless sensor networks with 
virtual machines containing operating system, storage and 
applications. Managing these virtual machines in a foggy 
environment is also a challenge. 

IV. CONCLUSION 

This paper aims to complete a review of fog computing 
technology and its applications in our daily lives. After 
detailing the concept of fog computing, this paper has 
identified the shortcomings of cloud computing. It has 
proposed fog computing as a solution for various sectors like 
the automobile industry, smart homes and grids, healthcare, 
and online streaming. The nature of cloud computing and its 
limitations led to fog computing. It works efficiently as a 
middle tier to overcome the drawbacks of cloud computing. 
Fog computing has proven to be a technology that can cater 
to the QoS demands of low-latency requirement applications 
with higher performance and energy consumption efficiency. 
The architecture of fog computing has been reviewed 
extensively, and a comparative analysis has been carried out 
in this paper to identify the key parameters of fog computing. 
The current state of fog computing faces challenges that have 
been reviewed in a structured six-level approach for future 
works. Fog computing has a brighter future for real-time 
applications with low latency requirements. However, strong 
consideration is required to focus on security, resource 
management, and reliability issues. 
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