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Abstract: The phonological variety of Kurdish, a language with several dialects, poses a distinct problem in automatically identifying 

dialects. This study examines and evaluates several sound criteria for identifying Kurdish dialects: Badini, Hawrami, and Sorani. We 

deployed a dataset including 6,000 samples and utilized a mix of 1D convolutional neural networks (CNN) and fully connected layers 

to conduct the identification job. Our study aimed to assess the efficacy of different sound characteristics in accurately identifying 

dialects. We employed the Mel-frequency Cepstral Coefficients (MFCC) and other features such as the Mel spectrogram, spectral 

contrast, and polynomial features to extract the sound characteristics. We conducted training and testing of our models utilizing both 

individual characteristics and a composite of all features. Our analysis revealed that the identification task achieved excellent accuracy 

rates, suggesting a promising potential for success. We achieved 95.75% accuracy using MFCC combined with a Mel spectrogram. The 

accuracy improved by including contrast in the MFCC feature extraction process to 91.42%. Similarly, using poly_features resulted in 

an accuracy of 90.83%. Remarkably, accuracy reached a maximum of 96.5% when all the attributes were combined. 
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I. INTRODUCTION

Speech-processing methods are now used in numerous 
fields in present-day society. Dialect identification refers to 
determining the regional accent to which a specific linguistic 
variant belongs [1]. Compared to other available 
communication modes, people often view speaking as the 
simplest, quickest, and most natural connection method [2]. 
Dialect refers to the linguistic variance within a population 
that has developed in response to various environmental 
factors. Because of its usefulness in many contexts, including 
voice recognition and forensics [3], Dialect recognition (DR) 
has gained significant attention recently. Normalizing voice 
samples for a speech recognition system requires various 
skills, including identifying a speaker's dialect or accent [4]. 

Kurdish is spoken with regional variations in four central 
Middle Eastern countries [5]. Sorani, Badini, and Hawrami 
are the three most widely spoken varieties of Kurdish in the 
Kurdistan region of Iraq [3]. Most Kurdish speakers live in 
communities spread throughout Turkey, Iraq, Iran, and Syria. 
More than 40 million people are estimated to speak Kurdish 
[6]. Identifying a Kurdish Dialect Identification (DID) system 

is a significant challenge due to the need for clear separations 
between various Kurdish dialects. 

The ability to identify a speaker's dialect is a subset of 
language recognition. For differentiation from the standard 
language from which it evolved [7]. In this context, language 
recognition techniques are appropriate because dialect 
identification is similar to language recognition. Deep 
learning refers to a complete collection of artificial neural 
networks that use deep architecture and advanced 
methodologies to process language recognition [8] 
effectively. Convolutional Neural Networks, or CNNs for 
short, are a subcategory of deep neural networks that 
effectively develop voice recognition applications [9]. 

Most modern scientific research has concentrated on using 
acoustic characteristics in sound, speaker, and language 
identification. Several factors influence the effectiveness of 
automated speech recognition systems: gender, age, and 
geographical differences in speech patterns [10]. The most 
current approach in dialect identification uses a hybrid system 
combining Mel-frequency cepstral coefficients (MFCC) and 
pitch feature candidates for feature extraction, together with a 
traditional machine-learning algorithm for dialect 
classification [11]. Using numerous distinct hybrid feature 
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extraction techniques is essential to enabling the progress of a 
higher-quality system. 

Regarding linguistic variety, Kurdish Sign linguistic 
(KuSL) recognition and Dialect Recognition Systems (DRS) 
aim to improve communication access. DRS tackles elements 
influencing voice recognition and suggests system integration 
to fit dialects. By adopting a modified CNN architecture, 
KuSL recognition achieves excellent accuracy in spotting 
Kurdish signals. Both domains depend on feature extraction, 
pattern recognition, and deep learning, even if they use 
distinct data kinds—images for signs and audio waves for 
languages. This parallel quest presents a complete approach 
to linguistic variety and fascinating opportunities for unified 
frameworks [12], [13]. 

This work uses numerous feature extraction techniques 
based on convolutional neural networks (CNN) to identify the 
dialects of the Kurdish language, employing the shortest 
speech of a sound sample. The aim is to evaluate these aspects' 
efficiency. The paper's novelty introduces a novel dialect 
identification technique wherein convolutional neural 
networks (CNNs) are included in the feature extraction 
process. This hybrid feature extraction method improves the 
accuracy of dialect recognition by using a convolutional 
neural network (CNN) to identify unique, detailed patterns 
distinct to every dialect. Combining conventional 
characteristics such as Mel-frequency cepstral coefficients 
(MFCCs), Mel spectrograms, and spectral contrast attributes 
with convolutional neural networks (CNNs) that assess 
spectrogram representations of voice input results in state-of-
the-art performance. This method dramatically lessens the 
demand for thorough human feature building. This creative 
technique offers a workable means of differentiating dialects 
throughout a broad spectrum of linguistic and cultural 
environments. 

Dialect identification systems vary depending on the 
language being examined, the parameters of the dataset 
utilized, the techniques used for feature extraction, and the 
classifiers used to identify dialects based on the words being 
used. Researchers have efficiently classified dialects across 
several languages by combining machine-learning techniques 
with many feature extraction methods. Based on unidentified 
spoken utterances, such research [14] aimed to pinpoint the 
three dialects of the Telugu language. Researchers applied 
different spectral and prosodic levels of the speech stream to 
identify the several dialects. Spectral qualities (MFCC, Delta 
MFCC, and Delta-Delta MFCC) and prosodic elements of 
speech signals are considered in the system application based 
on the Gaussian Mixture Model and Hidden Markov Model.  
For the Prosodic+MFCC feature, the obtained values for the 
GMM and HMM models were 88.40%, respectively. 
Moreover, a strategy for accepting the several dialects spoken 
in Indonesia was established. First, a spoken expression 
consists of preprocessing, normalizing, and framing devices. 
Moreover, the Mel frequency cepstral coefficients (MFCC), a 
well-known method for obtaining acoustic features, help us 
retrieve the audio signals' properties. Knowledge is learned, 
and dialect traits are categorized in the research using a deep 
recurrent neural network (DRNN). The training set came with 
an overall accuracy of 87.0%. Applied to dialects not 
previously encountered, the evaluation of the testing set 
shows an accuracy rate of 85.4% [15]. 

Regarding phonetic and grammatical features, Arabic is 
close to the Kurdish language. From this perspective, the 
closeness of both languages shows the linguistic influence. 
Like any other language, scholars have turned to a broad 
spectrum of feature extraction methods to accurately 
categorize the several Arabic dialects spoken in several Arab 
nations. For example, a novel technique was developed to 
detect repeating sequences (motifs) indicative of each Arabic 
dialect, extracting several dialects' unique characteristics 
straight from the voice signal. Within the framework of motif 
extraction, the scientists applied an effective parameter-free 
method called Scalable Time series Ordered search Matrix 
Profile (STOMP). From every theme, the researchers 
extracted 12 MFCCs to create features. Training a Gaussian 
Mixture Model-Universal Background Model (GMMUBM) 
as a classifier using these coefficients came next. Attached in 
[16] is the remarkable maximum degree of accuracy of 70%. 

An emotion identification system's success depends on the 
traits obtained and the classifier applied for emotional 
detection. Mel-frequency cepstral coefficients (MFCC), Mel-
frequency spectrograms (MEL), and chroma include 
important audio qualities in the feature vector. Two sets of 
features taken together create feature vectors. Emotions were 
categorized using many machine-learning techniques [17]. 
Furthermore, Mel spectrograms are also crucial for 
identifying dialects as they translate unprocessed audio inputs 
into visual representations that successfully depict the 
spectrum properties vital for human auditory perception.  Mel 
spectrograms—based on the Mel scale corresponding to 
human auditory perception of speech sounds—greatly help 
capture prominent phonetic characteristics. As such, this 
method significantly helps to classify dialects precisely. 
Examining the physical level of acoustic properties allows 
one to find the phonetic changes in speech. Log mel-
spectrograms of CNN and LSTM kinds help to categorize 
Turkish dialects depending on their sound and speaking 
quality. Within the framework of the phonotactic method, 
LSTM neural networks have extensive applications in 
language modeling. Results reveal [7] that there is 85.1% 
accuracy for Turkish dialect recognition. 

The identification and distinction of dialects depending on 
auditory characteristics depends critically on spectral contrast 
features. By measuring variations in spectral amplitude, the 
researchers can record various speech patterns and phonetic 
differences between several languages. These features 
improve the ability of machine learning systems to classify 
and differentiate languages using acoustic attributes correctly. 
[18] presents the results of evaluating several aggregation 
systems for acoustic features used in environmental sound 
classification (ESC) tasks to identify the most compelling 
feature aggregate strategies for tackling the difficult challenge 
of improving the classification accuracy of environmental 
sounds. Extensive experimentation has shown that a feature 
combination consisting of MFCC, Log-mel Spectrogram, 
Chroma, Spectral Contrast, and Tonnetz can reach state-of-
the-art classification accuracy on the ESC dataset (85.6%) and 
the Urban Sound 8K dataset (93.4%). Another article 
compared SVM, MLP, and KNN in terms of their accuracy in 
identifying emotions conveyed via the Saudi dialect of spoken 
language. Anger, joy, sorrow, and apathy were the four 
feelings examined. The classification was performed using 
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spectral features. The highest KNN accuracy was 68.57% 
using MFCC and spectral contrast. Accuracy for both SVM 
and MLP prediction was improved by adding the mel 
spectrogram features (77.14% and 71.43%, respectively) [2]. 

II. MATERIALS AND METHOD 

The technique used for dialect recognition classification 
with a Convolutional Neural Network (CNN) model 
encompasses a range of feature extraction methods, including 
Mel-frequency Cepstral Coefficients (MFCCs) and spectral 
features. Subsequently, these characteristics are input into a 
customized convolutional neural network (CNN) architecture 
to extract features and perform classification. The model goes 
through training, optimization, and evaluation using datasets 
labeled with dialect information. This enables the model to 
identify dialects by analyzing the extracted characteristics, 
providing valuable insights into the linguistic variety present 
in spoken language. Metrics like F1-Score are part of the 

assessment process, which helps determine how well the 
model is doing. The model's effectiveness is assessed using 
the F1-Score, a statistic often used to classify tasks. The F1-
Score objectively evaluates the model's accuracy in 
classifying cases by considering precision and recall. It is 
computed as the harmonic means of recall and precision, 
where recall gauges how well the model can capture all 
relevant cases, and precision indicates the accuracy of 
optimistic predictions. 

The F1-Score is well-suited for our dialect identification 
assignment since it considers both false positives and false 
negatives, which is essential when there are imbalances 
among the various dialect classes. The F1-Score may be 
calculated using the following formula: 

 �1 � ����� 
  
�∗
��������∗������  

���������������
 (1) 

The block diagram of the suggested dialect recognition 
model is shown in Figure 1. 

 

 
Fig. 1  Shows a block schematic of the suggested model. 

 

A. Research Contribution 

Researchers have conducted studies investigating the 
identification of dialects, including various languages, 
databases, and methodologies for extracting features. 
Nevertheless, a continual obstacle persists in differentiating 
dialects from brief fragments of speech. This study seeks to 
fill this void by examining the efficacy of convolutional 
neural networks (CNNs) in extracting distinctive 
characteristics to identify dialects from voice samples. This 
technique aims to enhance performance using convolutional 
neural networks (CNNs) to combine information and capture 
unique phonetic properties and patterns particular to different 
dialects from spectral representations. Moreover, 
Convolutional Neural Networks (CNNs) seek to diminish the 
dependence on manually designed characteristics, which 
might result in a resilient and flexible model for identifying 
languages with a scarcity of voice data. This work may have 
consequences for applications such as voice recognition and 
speaker discrimination, mainly when lengthier speech 
segments are limited datasets, including recordings of 
dialectal speech. 

B. Dialectal Speech Dataset 

The dataset used in this study is the Kurdish Language 
Dialects (KuLD) dataset, which was collected by a team of 
instructors from the Computer Science Department at the 
University of Halabja. The data collection process took 

several months. Throughout each phase of the data collection 
process, exact conformity to established rules, processes, and 
standards was maintained. This included considering the ages 
and genders of the speakers included in the dataset. 2000 
samples were recorded for each Sorani, Badini, and Hawrami 
dialect. The dataset has a total period of 6000 seconds, with 
each sample having an exactly one-second duration [19]. 

C. CNN Architecture 

The proposed model employed the KuLD dataset of sound 
data to classify Kurdish dialects using a one-dimensional 
convolutional neural network (1-D CNN). The primary data 
included in this study has been categorized as Sorani, Badini, 
and Hawrami samples, which scholarly experts assigned. 
CNN has been increasingly recognized and used in computer 
vision and audio processing. These areas include tasks not 
affected by the specific location of patterns on spectrogram 
images. Consequently, CNN has emerged as a viable and 
effective approach for accurately categorizing spectrogram 
features [20]. Feature extraction and classification are 
fundamental to convolutional neural networks (CNNs). It is 
essential to extract optimal features to accurately categorize 
signal processing [21]. The suggested 1D CNN model has 
twelve layers, including an input layer, six 1-D convolution 
layers, a MaxPooling layer, a flattened layer, and three fully 
connected layers. The schematic representation of the 
suggested one-dimensional convolutional neural network (1D 
CNN) model is shown in Figure 2.
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Fig. 2  Illustrates the overall structure of a 1-D CNN model. 

 

As a result, the parameters of the presented technique have 
been precisely tuned to achieve a notable level of accuracy in 
categorizing the Kurdish dialect. Table 1 describes the 

specific parameters of the proposed Convolutional Neural 
Network (CNN) model for each feature extraction. 

TABLE I 
SHOWS AN OVERVIEW OF THE LAYERS USED IN THE CNN MODEL 

Layer 

MFCC only MFCC and Contrast MFCC and MEL MFCC and Poly_Feature All together 

Output Shape Param 
Output 

Shape 
Param 

Output 

Shape 
Param 

Output 

Shape 
Param Output Shape Param 

conv1d_1 (Conv1D) (None, 125, 128) 640 
(None, 132, 
128) 

640 
(None, 174, 
128)  

640   
(None, 128, 
128)  

640 
(None, 263, 
128)  

640 

conv1d_2 (Conv1D) (None, 122, 128)  65664 
(None, 129, 
128) 

65664 
(None, 171, 
128)  

65664 
(None, 125, 
128)  

65664 
(None, 260, 
128) 

65664 

conv1d_3 (Conv1D) (None, 119, 32) 16416 
(None, 126, 
32)  

16416 
(None, 168, 
32) 

16416 
(None, 122, 
32)  

16416 
(None, 257, 
32) 
 

16416 

conv1d_4 (Conv1D) (None, 116, 32) 4128 
(None, 123, 
32) 

4128 
(None, 165, 
32)            

4128 
(None, 119, 
32) 

4128 
(None, 254, 
32)  

4128 

conv1d_5 (Conv1D) (None, 113, 128) 16512 
(None, 120, 
128) 

16512 
 (None, 
162, 128) 
 

16512 
(None, 116, 
128)  

16512 
(None, 251, 
128)  

16512 

conv1d_6 (Conv1D) (None, 110, 128)  65664 
(None, 117, 
128) 

65664 
(None, 159, 
128)  

65664 
(None, 113, 
128) 

65664 
(None, 248, 
128)  

65664   

max_pooling1d_1 
(MaxPoolining 1D 

(None, 18, 128) 0 
(None, 19, 
128) 

0 
(None, 26, 
128) 

0 
(None, 18, 
128)  

0 
(None, 41, 
128) 

0 

flatten_1 (Flatten) (None, 2304) 0 (None, 2432) 0 
(None, 
3328) 

0 (None, 2304) 0 (None, 5248)              0 

dense_1 (Dense) (None, 256)  590080 (None, 256)  622848 (None, 256) 852224 (None, 256) 590080 (None, 256)  1343744   

dense_2 (Dense) (None, 256)  65792 (None, 256) 65792 (None, 256) 65792 
(None, 256) 
 

65792 
(None, 256) 
 

65792 

dense_3 (Dense) (None, 3)  771 (None, 3) 771 (None, 3) 771 (None, 3) 771 (None, 3) 771 

 

D. Features Extraction 

Sound feature extraction is essential for sound 
identification jobs. By isolating pertinent attributes from 
audio signals, these features offer significant data that may be 
utilized for categorization and recognition [22]. Here are 
some frequently employed methods for extracting sound 
features: 

1) MFCC Features: The MFCC (Mel-Frequency 
Cepstral Coefficients) approach is based on how people hear 

sound frequencies between 20 and 20,000 Hz. The phrase 
MFCC is an acronym that represents four essential elements: 
Mel, frequency, cepstral, and coefficients, which concisely 
summarize the fundamental concepts of this approach. The 
MFCC process derives a set of 40 or more coefficients from 
the audio signal. This number has been determined sufficient 
for accurately representing speech samples, as described in 
references [23] and [24]. Figure 3 depicts the process of Mel-
frequency cepstral coefficients (MFCC).

 
Fig. 3  MFCC feature extraction process  

 

2) Mel Spectrogram: Representing the power spectrum 
of audio data on the Mel scale, the Mel spectrogram is a major 
tool for feature extraction. More specifically, it entails the 

creation of the Mel spectrogram [25], which, depending on 
human auditory perception, catches the most relevant sound 
qualities. The method starts with a small frame segmenting of 
the audio stream and then generates the spectrogram using the 
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discrete Fourier transform (DFT). The Mel Filterbank is then 
used to calculate the energy within every Mel filter; finally, 
the logarithm of energy is computed for every filterbank [26]. 

3)  Spectral Contrast Features: Previous studies [27] 
have shown how well the Spectral Contrast method 
distinguishes audio genres. This method considers several 
facets of every sub-band, including spectral peaks, troughs, 
and their variations [28]. It separates audio frames into sub-
bands and measures the contrast in energy using an average 
energy level at the most significant point (peak energy) and 
the lowest point (valley energy) within each sub-band. To 
evaluate its capability in detecting COVID-19 instances, we 
investigated cough audio recordings using the spectral 
contrast feature extraction technique. Denoted as SC_k, the 
mathematical formula for Spectral Contrast is shown in 
equation (2) [28]. 

 ��� 
  ����� �  � ������ (2) 

where k indicates a sub-band, Peakk is the maximum value 
and V alleyk is the minimum value in each sub-band [22], [29]. 

4) Poly-feature: A feature extraction method known as 
poly-feature models the spectral envelope's Poisson fit. It 
reveals the general form of the audio stream, therefore 
offering an understanding of the global features of the dialects 
[22]. In our model, fitting a second order (quadratic) polyn to 
the audio signal computes these characteristics. 

III. RESULTS AND DISCUSSION 

This section presents the outcomes of our classification 
experiment, which employed a 1D-CNN model and various 
feature combinations, including MFCC, Mel Spectrogram, 
Poly-feature, and Contrast. The information provided in Table 
2 pertains to the performance of various feature sets and their 
impact on the accuracy of language classification. 

TABLE II  
ACCURACY OF DIFFERENT FEATURE EXTRACTION USED IN  

Feature extracted  
1D-CNN Results 

% 

MFCC 91.92% 
MFCC + Mel Spectrogram  95.75% 
MFCC + Poly-feature 90.83% 
MFCC + Contrast  91.42% 
MFCC + Mel Spectrogram + Poly-feature + 
Contrast 

96.5% 

A. Feature Integration and Model Performance 

With just the MFCC data, the suggested model had an 
accuracy of 91.92%. These first results set the basis for the 
categorization. By including Mel Spectrogram elements into 
the MFCC model, its performance was much enhanced, and 
its accuracy rate was outstanding—95.75%. This mix 
improved the model's capacity to gather significant spectrum 
information efficiently, raising classification efficiency. 

Integration of the poly-feature with the MFCC produced a 
90.83% performance level. Although this mix did not surpass 
the Mel Spectrogram in terms of accuracy, it underlined the 
need for feature selection in maximizing classification 
outcomes. Together with MFCC, the Contrast function 
produced an accuracy of 91.42%. This mix showed that more 
than the Contrast feature alone is needed, even if it offered 
little benefit over MFCC. 

The best model came from mixing MFCC, Mel 
Spectrogram, Poly-feature, and Contrast. Using all accessible 
features, this integrated model produced an accuracy of 
96.5%. The combinatorial effect of incorporating several 
auditory characteristics allows the 1D-CNN language 
classification model to reach such outstanding accuracy. 

We investigated the confusion matrices, producer accuracy 
(precision), and F1-scores for every class in great detail to 
show the potency of the whole feature combination chosen for 
our model. Table 3 shows these outcomes.

TABLE III 
CONFUSION MATRICES AND ACCURACY FOR ALL COMBINED FEATURES. 

No. Badini Hawrami Sorani Classification (support) Producer Accuracy (Precision) Recall F1-score 

Badini 402 14 7 423 97% 95% 96% 
Hawrami  4 371 8 383 96% 97% 96% 
Sorani 7 2 385 394 96% 98% 97% 

B. Model Architecture and Feature Integration for all Four 

Features 

The proposed model performed admirably in categorizing 
Badini, Hawrami, and Sorani languages, aided by acoustic 
features. Integrating MFCC, Mel Spectrogram, Poly-feature, 
and Contrast features into the convolutional neural network 
architecture produced excellent results, demonstrating their 
synergistic impact. 

C. Producer Accuracy and F1-Score 

The high producer accuracy numbers attest to the model's 
precision in classification. In contrast, the high recall rates 
demonstrate its ability to capture a significant fraction of the 
relevant language classes in the dataset. The model's 
effectiveness in finding a balance between precision and 
recall is confirmed by its harmonious F1-scores. 

our model's precision (producer accuracy) is particularly 
remarkable. The model's ability to accurately categorize 
instances of the Badini language while minimizing false 
positives was demonstrated, with producer accuracy reaching 
an impressive 97%. Furthermore, the model's ability to 
accurately recognize Hawrami language samples was shown 
by the Hawrami class's producer accuracy of 96%. Moreover, 
the overall accuracy for Sorani, the third language in our 
classification task, was 96%, demonstrating the model's 
reliability in identifying Sorani language instances. 

The F1-scores for all three language classes were higher 
than 96%, demonstrating how successfully our model handled 
the trade-off between recall and precision. In multiclass 
classification problems, striking this balance is crucial to 
ensuring the model can distinguish between several classes 
while minimizing false positives. 
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D. Discussion 

The experimental findings reveal that feature selection and 
integration greatly enhance the given model's performance. 
With an accuracy of 96.5%, MFCC, Mel Spectrogram, Poly-
feature, and Contrast, taken together, proved to be the most 
successful in precisely distinguishing the Badini, Hawrami, 
and Sorani languages. 

This suggests that every feature set provides unique 
information to the model, enabling it to capture a broad 
spectrum of language qualities of interest. The Mel 
Spectrogram is essential for increasing the model's ability to 
differentiate across languages, as seen by the considerable 
accuracy gained from the feature set introduction. These 
findings show the efficiency of the chosen characteristics and 
the used models in this work for dialectal speech 
categorization. Figure 4 shows the chosen feature's stability 
almost in the 12th epoch.  

 
Fig. 4  Stability of (MFCC + Mel Spectrogram + Poly-feature + Contrast) all 
together. 

The great accuracy attained shows the possibility of the 
suggested method for precisely differentiating and identifying 
between many Kurdish dialects. The idea behind the better 
performance of the suggested approach is that the many kinds 
of features record distinct facets of the voice signal. While 
Mel spectrograms may record spectrum information not 
acquired by MFCCs, MFCCs are well-known to be robust 
against noise and other distortions. Meanwhile, polyn features 
may capture more complicated links between the original 
features [30]. [31], contrast features can record the 
relationship between the present and prior features. 

Combining a Mel spectrogram with other sound 
characteristics in machine learning may often provide more 
accurate results than utilizing single features such as contrast 
or Poisson features. This is so because, for sound 
identification activities, the Mel spectrogram records 
significant spectrum information about the audio input, which 
may be rather vital [32]. 

IV. CONCLUSION 

This article presents a technique for categorizing Kurdish 
dialects using a one-dimensional Convolutional Neural 
Network (CNN) and fully linked layers. From the voice 
recordings, we derived four distinct types of features: 
MFCCs, Mel spectrograms, contrast features, and polynomial 
features. Our analysis revealed that the highest level of 

accuracy was attained by utilizing all four categories of 
characteristics in conjunction. The suggested technique 
attained a test set accuracy of 96.5%. The accuracy obtained 
using various feature extraction approaches, such as only 
utilizing MFCCs, MFCCs with contrast normalization, and 
MFCCs with polynomial features, is lower than this. The 
results indicate that the suggested method is a highly 
favorable strategy for classifying Kurdish dialects. The 
proposed approach has several potential applications. It can 
be utilized to create a system that can recognize the specific 
dialect of a speaker in real time or transcribe voice recordings 
in several dialects. The system has the potential to be utilized 
for the creation of instructional materials for individuals who 
speak Kurdish or for the development of instruments aimed at 
safeguarding various Kurdish dialects. 

For our future research, we intend to investigate the use of 
additional characteristics, such as prosodic and phonetic 
features, to categorize Kurdish dialects. We also intend to 
create an expanded collection of Kurdish dialect speech 
recordings to enhance the training and evaluation of more 
intricate models and investigate the application of transfer 
learning to categorize Kurdish dialects. 
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