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Abstract—Community work training centers are skills training institutions that aim to improve the skills of the surrounding community 

by providing training programs that align with industry needs. Registration of training participants at the Al-Ikhwan Islamic Boarding 

School community work training centers often faces obstacles, namely, the selection process is still manual, so it takes a long time, and 

there is a possibility of errors. This study aims to apply the Naive Bayes Classifier Algorithm to determine whether applicants pass 

training at the Al-Ikhwan Islamic Boarding School community work training centers. This classification method is used to help optimize 

the applicant selection process by considering administrative factors, income, and training quotas. RapidMiner software is used as a 

tool to implement the algorithm. This study found that the Naive Bayes Classifier Algorithm can provide good accuracy results in 

determining applicants who pass the training selection. The test results show that the resulting model has an accuracy of 90.00% in 

determining passing training participants with data that has the highest chance of passing, namely data that has the attributes of the 

female gender, age 20 years, last education Senior High School/Vocational High School, student work/student, income 364,912, father's 

work as laborer, father's income 3912,280, mother's work as an IRT, and mother's income 885,964. This research increases efficiency 

and accuracy in determining training applicants at the Al-Ikhwan Islamic Boarding School community work training centers. 
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I. INTRODUCTION

Community work training centers are vocational training 
centers established in religious institutions or non-
governmental educational institutions. The Al-Ikhwan 
Islamic Boarding School community work training centers 
were established at the Al-Ikhwan Islamic Boarding School. 
Community work training centers were established to provide 
technical skills training or vocational expertise to the demands 
of the labor market and the surrounding community. It is 
intended that these people have the provision to find a job or 
run their own business. Currently, the Al-Ikhwan Islamic 
Boarding School community work training centers have only 
one major in expertise, namely graphic design; through this 
department training, participants will receive material on 
design skills free of charge. 

If someone wants to register for training, that person must 
contact the work training center manager's WhatsApp number. 
The contact person will ask for the registrant's data via a short 

message and then input it in a spreadsheet, which takes time. 
Whether or not applicants pass is determined based on 
administrative requirements, income, and training quotas. The 
work training centers manager must sort according to the 
requirements to determine the qualified participants. The 
registration and selection process, which only relies on visual 
observation, tends to be inefficient, less accurate and 
increases the possibility of human error [1]. Data mining 
techniques are needed to assist in determining the process of 
determining applicants who pass the training [2]. 

Data mining is finding valuable patterns or trends in a set 
of data [3]. The method used in data mining is classification. 
The classification method that will be applied is the Bayes 
theorem approach, known as the Naïve Bayes Classification 
method. The principle behind this method is to take advantage 
of statistical opportunities to combine previous knowledge 
with new information [4]. The prominent uniqueness of the 
Naive Bayes Classifier algorithm is the strong assumption 
about the independence between each event or criteria 
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involved. This algorithm has a simple structure and high 
speed in training and data classification [1], [5]. This study 
aims to explain the process and results of applying the Naive 
Bayes Classifier Algorithm in determining applicants who 
pass the training selection at the Al-Ikhwan Islamic Boarding 
School community work training centers. 

II. MATERIALS AND METHOD

In determining applicants who pass the selection, we will 
later use an algorithm called Naïve Bayes Classifier. 

A. Data Mining

Mining data is extracting large amounts of data and
analyzing it to obtain something valid, new, and valuable. As 
a result, you can find patterns or formulas in the data [6]. Data 
mining can generally be grouped into two main categories: 
descriptive and predictive. Descriptive Mining is the process 
of finding important information from a database. Meanwhile, 
Predictive Mining is the process of determining data polarity 
by specifying several variables to estimate other variables in 
the future [7], [8]. 

B. Classification

Classification is a stage in data analysis that aims to find a
model or function that can describe and differentiate the 
classes or concepts contained in the data [9]. Put, 
classification gives categories or labels to data based on 
certain qualities. Classification aims to produce a model to 
predict the class or category of the database/group of data 
[10]. There are three stages of classification: model 
construction, model application, and evaluation [11], [12]. 

C. Naïve Bayes Classifier

Naive Bayes is the most straightforward and most
commonly used data mining classification [13], [14]. Naïve 
Bayes can predict a class's membership probability based on 
predictions of independent assumptions. The Naïve Bayes 
Classifier predicts future events' probability based on 
experience data [4], [15]. The prominent uniqueness of the 
Naive Bayes Classifier algorithm is the strong assumption 
about the independence between each event or criteria 
involved [16], [17]. This algorithm has a simple structure and 
high speed in training and data classification. This algorithm 
has a simple structure and has high speed in the training 
process and data classification [1], [18]–[20]. The Naïve 
Bayes formula used can be seen in Formula 1. 

P��
��= 

����� �	

�

���� (1) 

Where: 
X = custom class 
P(X/Y) = probability on the R hypothesis based on S 
conditions 
P(X) = hypothesis probability of the R-value 
P(Y/X) = probability S based on the value of the hypothesis 
R 
P(Y) = probability value of S 

D. Rapid Minner

Rapid Minner is software or software used to process data
[21]. RapidMiner can be a solution for problems that require 

analysis of data mining, text mining, and prediction analysis 
[22]. In research conducted by Gagan Suganda, a scholarship 
recipient information system was successfully created using 
the Naïve Bayes Classifier algorithm. The results showed that 
the system achieved an accuracy of 96.56% in the first test, 
while in the second test, it reached 90.33%. Accuracy is 
included in the very good category. This study found that 
using this system's Naive Bayes Classifier algorithm resulted 
in high accuracy. After seeing the results of the research above, 
which showed a high level of accuracy in classification using 
the Naive Bayes Classifier method, the researchers decided to 
apply this method to the system to determine the acceptance 
of trainees. The expected results of this study are the 
percentage accuracy of applying the Naive Bayes Classifier 
Algorithm in determining applicants who pass the training 
selection at the Al-Ikhwan Islamic Boarding School 
community work training centers. The following are the 
Research Stages in this research which are shown in Fig. 1: 

Fig. 1  Research Stage [15]. 

A. Identification of Problems

The first step is to gain an understanding of the goals and
requirements of business processes, then translate this 
understanding into defining problems in data mining. After 
that, plans and strategies will be made to achieve these goals. 
At this stage, identification of problems that must be solved 
clearly will be carried out, as well as setting research 
objectives [15]. 

B. Study of Literature

Collecting and analyzing literature, books, national and
international journals related to the Naive Bayes method, 
classification, and other related topics. This literature review 
helps to understand related research that has been done 
previously, recent advances, and relevant theoretical 
frameworks [23]. 

C. Data Collection

At this stage, literature study data collection was carried
out. Literature study is the process of collecting and analyzing 
literature, books, national and international journals related to 
the Naive Bayes method, classification, and other related 
topics. This literature review helps to understand related 
research that has been done previously, recent advances, and 
relevant theoretical frameworks [23]–[25]. 
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In addition to literature studies, data collection was also 
carried out through direct interviews with work training 
centers managers and studying documents available at work 
training centers. 

D. Data Preparation

The data preparation stage is the stage in which there is a
processing process from raw data to data that is ready to be 
processed [26], [27]. At this stage, the selection of tables, 
records, and data attributes to be used is carried out, including 
carrying out the process of cleaning and transforming the data 
so that it can become the appropriate input in the modeling 
stage [28], [29]. From this stage, one hundred data were 
obtained that are ready to be processed and already have pass 
and do not pass labels. Of the hundred data, data distribution 
was carried out: eighty for training and twenty for testing. 

E. Application of the Naïve Bayes Classifier

In this stage, modeling is done by applying the naïve Bayes
classifier algorithm using the RapidMiner Studio software. 

F. Evaluation

Validation involves the process of evaluating the accuracy
of a model by comparing the predictions generated using the 
model with actual results [30]. Evaluation of the accuracy of 
the classification model is critical because accuracy is an 
indicator of the model's ability to predict the target class [31]. 
Evaluation can be done through data testing, which has a 
certain value that is not owned by the training data [32]. 
Evaluation is done through accuracy assessment. Accuracy is 
the ratio of correct predictions (true) where the calculation can 
be seen in formula 2 [37]. Calculation of accuracy cannot be 
separated from precision and recall; precision is a metric that 
measures the accuracy of the results of a model. The formula 
is the ratio between the number of true positives and the total 
amount of data with a positive label, which can be seen in 
formula 3 [38]. Recall is a metric that measures a model's 
completeness level. The recall formula is the comparison 
between the number of true positives and the total number of 
examples that are actually positive, which can be seen in 
Formula 4 [33]. The following is the calculation formula: 

Accuracy is calculated by dividing the number of correct 
predictions (True Positives and True Negatives) by the total 
amount of data [34]. 

Accuracy = 
����


�������
��
 (2) 

Precision measures the number of correct positive 
predictions. It is calculated by dividing the number of True 
Positives by the total positive predictions (True Positives and 

False Positives) [35]. 

Precision = ��
����� (3) 

Recall measures the extent to which the model can capture 
all instances that should be positive. It is calculated by 
dividing the number of True Positives by the total instances 
that should be positive (True Positives and False Negatives). 
Recall is useful to ensure that the model does not miss positive 
instances that should be classified [36]. 

Recall = 
��

����
 (4) 

Information: 
TP or True Positive = The number of positive and predicted 
data is correct as positive 
FP or False Positive = The number of data is negative but, 
predicted as positive 
FN or False Negatives = The number of positive data, but, is 
predicted as negative 
TN or True Negative = Number of negative data and correctly 
predicted as negative 

III. RESULTS AND DISCUSSION

A. Data Collection

Data was collected through in-depth interviews and direct
observation at the Al-Ikhwan Islamic Boarding School 
Community Work Training Center [40]. This process 
involves direct interaction with prospective trainees, allowing 
researchers to understand everyone’s characteristics and 
background. From this stage, data relevant to the attribute 
criteria that are the research focus is obtained. The interview 
process allows researchers to gain direct insight from 
respondents, while observations provide valuable contextual 
information for understanding actual conditions in the field. 
This combination of methods ensures that the resulting dataset 
reflects a situation appropriate to the context of Al-Ikhwan 
Islamic Boarding School Community Job Training. From this 
stage, data is obtained with the following attribute criteria as 
follows: 

 Gender
 Age
 Last education
 Work
 Income
 Status of Father & Mother
 Father's and Mother's Occupation
 Father and Mother's income.

B. Data Preparation

The obtained data is then cleaned and transformed to match
the attributes needed in the modeling process [39]. From the 
preparation results, one hundred data can be entered into the 
modeling stage with the Naïve Bayes algorithm. Of the one 
hundred data obtained from the research object, eighty data 
were divided for training, and twenty data were used for 
testing. The following are the Dataset Specifications and 
Attributes Used for Training, which is shown in Table I: 

TABLE I 
DATASET SPECIFICATIONS AND ATTRIBUTES USED FOR TRAINING 

No 
Attribute 

Name 
Information Amount 

1 Gender Gender namely 
Male and Female 

W = 39, F = 41 

2 Age This is the age of 
the registrant 

Range = 18 - 32 
Average = 21.75 
Standard Deviation = 
4.1 

3 Last 
education 

The applicant's 
latest education, 
namely 
elementary, junior 
high, high school, 
D3, S1/D4 

SD = 0 
Junior High School = 
24 
SMA = 55 
D3 = 0 
S1/D4 = 1 
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No 
Attribute 

Name 
Information Amount 

4 Work Occupations of 
applicants, 
namely Students, 
Entrepreneurs, & 
Private 
Employees 

Student / Student = 
62 
Entrepreneur = 9 
Private Employees = 
9 

5 Income Income from 
applicants (in 
rupiah) 

Range = 0 - 8000000 
Average = 1218750 
Standard Deviation = 
2307670 

6 Father 
status 

The status of the 
registrant's father, 
namely Life & 
Death 

Life = 74 
Died = 6 

7 Father's 
occupation 

Occupation of the 
registrar's father 

Civil servants = 12 
Private Employees = 
12 
Labor = 22 
Farmers = 2 
Entrepreneur = 26 
Not Working = 6 

8 Father's 
income 

Income from the 
registrar's father 

Range = 0 – 
15000000 
Average = 4560000 
Standard Deviation = 
2728963 

9 Mother 
Status 

The status of the 
registrant's 
mother, namely 
Life & Death 

Life = 61 
Died = 19 

10 Mother's 
job 

Occupation of the 
registrar's father 

civil servant = 2 
Private Employees = 
1 
Labor = 8 
Farmer = 1 
Entrepreneur = 16 
IRT = 32 
Not Working = 19 

11 Mother's 
income 

Income from the 
registrar's mother 

Range = 0 – 8000000 
Average = 1325000 
Standard Deviation = 
2224860 

The training dataset and testing data are presented as a Data 
Sharing table, which refers to the pro-positive and negative 
sentiment variables. The following is the Data Sharing shown 
in Table II: 

TABLE II 
DATA SHARING 

Sentiment Training Data Data 

Testing 

Amount 

Positive 57 11 62 
Negative 23 9 32 
Amount 80 20 100 

There are 52 Positive Sentiments in trending data and 11 
Trending Data. Meanwhile, there were 23 negatives for data 
sharing for trending data and 9 for testing data. The number 
of Positive and negative Amounts is 100. 

C. Application of the Naïve Bayes Classifier

Once the data is ready, modeling is carried out using the
naïve Bayes classifier. Implementation of Naïve Bayes using 
RapidMinner Studio software. The model applied to carry out 

the trending and testing process with results that can be 
presented in Fig. 2 Modeling in the RapidMiner Application: 

Fig. 2  Modeling on the RapidMiner Application [12]. 

D. Evaluation

From the results of implementing the naïve Bayes
algorithm (modeling) in RapidMiner Studio, confusion matrix 
results were obtained. The following explains the results of 
Accuracy, Precision, and Recall, which are shown in Table III: 

TABLE III 
CONFUSION MATRIX 

Actual 

Getaway Did not pass 

predictions 

Getaway 9 0 

Did not pass 2 9 

Where: 
Accuracy    = (9+9)/(9+9+0+2) 

 = 18/20 
      = 0.9 (90%) 

Precision   = 9/(9+0 ) 
 = 9/9 

      = 1 (100%) 
Recall        = 9/(9+2) 

 = 9/10 
 = 0.9 (90%) 

Distribution of data obtained based on the attributes used 
as well as Gender, Age, Last education, Work, Father status, 
Father's occupation, Father's income, and Mother's job. The 
following are the results of the resulting data distribution 
shown in Table IV: 

TABLE IV 
DISTRIBUTION 

Attributes Parameter Getaway Did not pass 

Gender value=Male 0.439 0.565 
Gender value=Female 0.561 0.435 
Gender value=unknown 0 0.001 
Age mean 20.158 25,696 
Age standard deviation 2,541 4,626 
Last 

education 
value=SMP/MTs 0.351 0.174 

Last 

education 
value=SMA/SMK/MA 0.649 0.781 

Last 

education 
value=S1 0 0.044 

Last 

education 
value=unknown 0 0.001 

Work value=Student/Student 0.912 0.434 
Work value=Entrepreneur 0.07 0.217 
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Attributes Parameter Getaway Did not pass 

Work 
value=Private 
Employee 

0.018 0.348 

Work value=unknown 0 0.001 
Income mean 364912,617 3334782,609 
Income standard deviation 1221458,62 2958901,623 
Father 

status 
value=On 0.929 0.912 

Father 

status 
value=Dead 0.07 0.087 

Father 

status 
value=unknown 0 0.001 

Father’s 

occupation 

value=Private 
Employee 

0.193 0.044 

Father’s 

occupation 
value=Entrepreneur 0.333 0.304 

Father’s 

occupation 
value=PNS 0.018 0.477 

Father’s 

occupation 
value=Labor 0.351 0.087 

Father’s 

occupation 
value=- 0.07 0.087 

Father’s 

occupation 
value=Farmers 0.035 0.001 

Father’s 

occupation 
value=unknown 0 0.001 

Father’s 

income 
mean 3912280,7 6165217,391 

Father’s 

income 
standard deviation 2265586,5 3145792,095 

Mother 

Status 
value=On 0.719 0.869 

Mother 

Status 
value=Dead 0.281 0.131 

Mother 

Status 
value=unknown 0 0.001 

Mother’s 

job 
value=IRT 0.403 0.433 

Mother’s 

job 
value=- 0.28 0.13 

Mother’s 

job 
value=Entrepreneur 0.158 0.304 

Mother’s 

job 
value=Labor 0.123 0.044 

Mother’s 

job 
value=PNS 0 0.087 

Mother’s 

job 
value=Farmers 0.018 0.001 

Mother’s 

job 

value=Private 
Employee 

0.018 0.001 

Mother’s 

job 
value=unknown 0 0.001 

Mother’s 

income 
mean 885964,912 2413043,478 

Mother’s 

income 
standard deviation 1520742,14 3186092,555 

From the Distribution Table, it can be presented in the 
form of data visualization. The following is a visualization of 
the evaluation results shown in Fig. 3: 

Fig. 3  Visualization of Evaluation Results 

The results of using Molde Naïve Bayes on the dataset 
used in this research show 90% accuracy, 100% precision, and 
90% recall. These results are explained in detail in point IV. 
Conclusion. The results of the prediction visualization 
accuracy can be seen in Fig. 4 below: 

Fig. 4  Accuracy Visualization 

IV. CONCLUSION

From the results of research using a total of one hundred 
data with eighty training data and twenty test data, it can be 
concluded that the method for determining whether or not to 
pass registration at the Al-Ikhwan Center Islamic Boarding 
School community work training using the Naïve Bayes 
algorithm has an accuracy of 90.00% so that it can be 
categorized as good with data that has the highest chance of 
passing, namely data that has the attributes female gender, age 
20 years, highest school education/vocational school, student 
occupation, income 364,912, father's occupation as a laborer, 
father's income 3912,280, mother's occupation as a mother. 
household, and mother's income 885,964. Not much data was 
mis predicted; out of a total of 20 data mis predicted, there 
were 2 data. 

The misclassification rate was minimal, with only 2 out of 
20 test data inaccurately predicted. These results underscore 
the power and reliability of the Naïve Bayes algorithm in this 
context. Therefore, this research provides a valuable 
contribution to increasing efficiency and accuracy in the 
selection process of training applicants at the Al-Ikhwan 
Islamic Boarding School community work training center. 

 The findings show that this algorithm can effectively 
simplify the identification of candidates with a high 
probability of success, thereby optimizing the resources and 
efforts invested in training programs. Suggestions for future 
research could include increasing the number of datasets to 
determine better accuracy. You can also compare the 
algorithm's performance with other algorithms such as K-NN, 
Random Forest, and Tree. 
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