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Abstract— Amikom Purwokerto University concentrates on Technology and Digital Business. This requires technology to be utilized 

optimally. The use of technology, especially internships, will make various jobs easier. KRS online is taking lecture schedules online via 

the AMIKOM Purwokerto Student website. There are several problems with the web server that arise due to the increasing need for 

information access, which causes the data traffic load to increase. Increased data traffic causes workload overload, resulting in server 

downtime. Experimental methods were used in this research to look for the causes of the web server's downtime. Then, implement the 

technology. The purpose is to evaluate the Zevenet load balancer performances by comparing the round-robin and least-connection 

algorithms. The decision is which algorithm will be used best to implement the Zevenet Load balancer to achieve a more efficient 

backend server traffic cluster distribution. The TIPHON standard Quality of Service parameters used in Zevenet Load Balancer 

performance testing are throughput, delay, jitter, packet loss, and CPU usage. The quality-of-service parameter test results show that 

the Zevenet Load Balancer with the round-robin algorithm has superior performance and shows less CPU usage. It is concluded that 

using the round-robin algorithm in implementing the Zevenet load balancer to overcome the problem of data traffic load sharing and 

minimize server downtime on the Student Amikom Purwokerto web server is more appropriate and more effective. 
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I. INTRODUCTION

Work can be completed effectively and efficiently with the 

development of technology, especially the internet [1], [2]. 

Amikom Purwokerto University has taken full advantage of 

technological developments using the Amikom Purwokerto 

student website. KRS online is a pre-academic activity to take 

class schedules online through the student website [3], [4]. In 

online KRS activities, the demand for information on the 

internet causes the data traffic load on the student web server 

to increase [5]. An increase in the load (request) on the student 
website causes an overload of work (request), so that the 

server experiences a down (overload) [6], [7]. The load 

balancing method in implementing web server clustering can 

optimize the flow of traffic and requests on each web server 

[8], [9]. This study requires the least number of connections 

for load balancing, which uses the round-robin scheduling 

technique. The round-robin method creates a queue of tasks 

for scheduling [10]–[12]. Meanwhile, the Least-connection 

algorithm directs network connections from active servers 

with few connections [13], [14]. The different types of 

services that use the two algorithms impact the differences in 

turnaround time and the distribution of server workload [15]. 

Zevenet (Zen Load Balancer) is a multi-service load 
balancing based on Lx4NAT, HTTP, and HTTPS [12], [16]. 

Zevenet open-source project is the best solution for load 

balancing TCP (Transmission Control Protocol) and UDP 

(User Data Protocol), which can provide high availability of 

distributed systems [17], [18]. To measure the level of 

efficiency of Zevenet load balancing, quality of service (QOS) 

calculation is needed, especially throughput, delay, packet 

loss, and jitter, to provide accurate results as a determinant of 

the characteristics of a dark connection in a network [8], [19]. 

Research by [20] shows that a round-robin algorithm is 

more efficient. The CPU load balancer graph illustrates this. 
Using the round-robin algorithm, the average CPU load value 

is slightly lower, and the throughput is higher than when using 

the least-connection algorithm, which yields average CPU 

load values of 0.1%, 0.25%, and 1.15% for average durations 

of one minute, five minutes, and fifteen minutes, respectively. 

The average throughput value is 14.74 kbps. In another study, 
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[16] results show that Haproxy shows better work test results 

on the response time parameter. 

Meanwhile, Zevenet shows that the value of performance 

testing results is superior to the CPU resource utilization 

parameter. From these two studies, information was obtained 

that the round-robin algorithm is more efficient than the last 

connection algorithm. Then, Zevenet's multi-service load 

balancing is superior in CPU resource utilization parameters 

than Haproxy. Therefore, conducting a comparative study of 

Zevenet Multi Service Load Balancing with Least Connection 
and Round Robin Algorithm is interesting. 

Based on the description above, this study uses Apache 

Jmeter software to generate requests and measure 

performance on a web server [21]–[23]. The QOS parameters 

used in testing and assessing the performance comparison of 

the HTTP Zevenet load balancer service in this study are 

throughput, delay, jitter, packet loss, and CPU utilization 

[24]–[27]. This study aims to determine the round-robin or 

least-connection algorithm applied to the Zevenet load 

balancer to obtain a more efficient distribution of traffic 

cluster server backend student Amikom Purwokerto websites. 

 

 

Fig. 1  Flowchart of Research Methods 
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II. MATERIALS AND METHOD 

This study uses the open-source Zevenet (Zen Load 

Balancer) as a multi-service load balancer. A server cluster of 

3 servers is used as a backend server. Nginx is an open-source 

web server software that functions as an HTTP web server 

used as a cluster web server [28], [29]. Debian Linux is used 
to configure the Zevenet load balancer and Nginx web server. 

Apache JMeter is used to measure the performance of each 

web server cluster. Each stage in this study is discussed using 

an algorithm in the form of a flowchart shown in Figure 1.  

The research phase begins with topology design, Debian 

Linux configuration, Nginx web server configuration, and 

Zevenet load balancer configuration. Then, calculate the 

quality-of-service parameters on each backend server with the 

algorithm (round-robin and least-connection) and compare 

them to determine the most efficient algorithm [30]. 

Throughput, Delay, Jitter, Packet Loss, and CPU Utilization 

are the quality of service test parameters calculated [31]–[34]. 

The bandwidth used on each backend web server cluster is 

1Gbps utilizing an internet connection. 

A. Zevenet Load Balancer Topology Design Scheme 

This study's scheme for designing a network topology for 

the Zevenet load balancer system uses a Wide Area Network 

(WAN) simulation. The Zevenet load balancer system 
network topology combines two network models: a private 

(local) network and a public network. On a private (local) 

network, there is a cluster with three web servers as backend 

servers and a Zevenet load balancer. On server 1, server 2, and 

server 3, the nginx web server is running. Zevenet load 

balancer acts as a recipient of requests from clients. Based on 

the load balancing method, the least-connection algorithm, 

and the round-robin algorithm, it assigns each request to each 

backend server load balancer system network topology Figure 

2. 

 

 

Fig. 2  Zevenet Load Balancing System Network Topology 

 

B. Scenario Simulation and Service Testing Schemes 

The characteristics examined in this study are connected to 

the run simulation exercises. Each trial will use distinct 

attribute values as a yardstick for evaluating how well Zevenet 

multi-service load balancing handles HTTP request quality. 

Simulation attributes for HTTP services Table 1. As shown 
by the scheme in Table 1, Differences in load variations on 

HTTP services are used to test the performance of Zevenet 

load balancing services. The simulation time is 5 minutes, and 

the bandwidth allocated is 1 Gbps in five trial simulations 

with round-robin load-sharing algorithm (RR3:2:1) (RR4:2:1) 

(RR5:2:1) (RR5:31) (RR 5:4:1) and least-connection 

algorithm (ALC 3:2:1) (ALC4:2:1) (ALC 5:2:1) (ALC5:31) 

(ALC 5:4:1). 

TABLE I 

SIMULATION ATTRIBUTES FOR HTTP SERVICES 

Attribute 

Service and Value 

Low Load 

HTTP 

 Medium 

Load HTTP 

High Load 

HTTP 

Service Type 1000 byte 2500 byte 5000 bytes 
Simulation Area WAN (Wide Area Network) 
Simulation Time 5 Minutes 
Bandwidth 1 Gbps 

Trial Simulation 5 Trial 
Load Sharing (RR/ALC3:2:1) (RR/ALC4:2:1) (RR/ALC 

5:2:1) (RR/ALC5:31) (RR/ALC 5:4:1) 

C. Index Parameters: QOS from TIPHON 

In the context of networks, quality of service is the capacity 

to offer customized services for various types of network 
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traffic [35]–[37]. Better, planned network services with 

allocated, regulated bandwidth delay and increased 

characteristic loss are the ultimate goals of quality of service 

[38]–[41]. The ability to ensure the transmission of crucial 

data is another way to define quality of service; put another 

way, it is a set of standards that establish how satisfied a 

customer is with a given service [42]–[44]. The extent of 

quality TIPHON's tables are used to adapt the network to 

Quality-of-Service requirements [45]. The network quality 

level categories for QOS based on TIPHON are grouped into 
Very Good, Good, Not Good, and Bad [45], Index Parameters 

Quality of Service (QOS) from TIPHON Table 2.  

TABLE II 

INDEX PARAMETER QOS FROM TIPHON 

Value Presentation 

(%) 

Index 

3.8-4 95-100 Very Good 

3-3.79 75-94.75 Good 
2-2.99 50-74.75 Not Good 
1-1.99 25-49.75 Bad 

D. Attributes to Measure Service Quality 

There are four quality of service characteristics that need to 

be taken into account when determining the quality of HTTP 
services. Next, based on the TIPHON standard, the output 

results of the four Qos (Quality of Service) parameters will be 

categorized [46], [47]. The four quality of service parameters 

of service quality observed and accompanied by the TIPHON 

standardization table can be seen below: 

1) Throughput: Throughput is calculated by dividing 

the total number of incoming packets received over a certain 

period by the length of that period [48]–[50]. Equation 1 is the 

formula for calculating throughput. TIPHON standard values 

for throughput [27] as shown in Table 3. 

 �ℎ����ℎ��� 	
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 (1) 

TABLE III 

TIPHON THROUGHPUT STANDARDIZATION 

Category Throughput Index 

Excellent >2,1 Mbps 4 
Good 1200 kbps- 2,1 Mbps 3 
Fair 700- 1200 kbps 2 

Poor 338-1200 kbps 1 
Bad <338 kbps 0 

2) Delay: There is a delay when a packet travels across 

a network from sender to recipient [51]. The delay calculation 

formula is found in Equation 2. TIPHON standard values for 

delay [45] are shown in Table 4.  

 ����� �� ! 	
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 (2) 

TABLE IV 

TIPHON DELAY STANDARDIZATION 

Category of Latency Delay Index 

Best <150 ms 4 

High 150 < 250 ms 3 
Medium 250 ms <350 ms 2 
Low <450 ms 1 

3) Jitter: Jitter, often known as the discrepancy in 

packet arrival times at the destination terminal, is a variation 

of delay  [48], [52]. Equation 3 is the formula for calculating 

jitters. TIPHON standard values for jitter [37] as shown in 

Table 5. 
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TABLE V 

TIPHON JITTER STANDARDIZATION 

Category Jitter (ms) Index 

Very Good 0 ms 4 
Good 1-75 ms 3 
Normal 75-125 ms 2 
Bad 125-255 ms 1 

4) Packet Loss: The parameter packet loss describes a 

condition that indicates the entire packet loss in data transfers 

that take place. Packet loss is a result of network congestion 

and collisions [53]. Equation 4 is the formula for calculating 

packet loss. TIPHON standard value for packet loss [45] as 

demonstrated in Table 6. 
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TABLE VI 

STANDARDIZATION OF TIPHON PACKET LOSS 

Degradation Of Packet Lost Packet Loss Index 

Perfect 0 % 4 
Good 3% 3 

Medium 15% 2 
Poor 25% 1 

5) CPU Utilization: A PC client, or user, tests the two 

methods by sending simultaneous HTTP requests from the 

client PC to the Zevenet load balancer server. The final 

incident data on the CPU and network traffic graphs is the data 

that was retrieved later [54], [55].  

III. RESULTS AND DISCUSSION 

A. Results of Comparison of QoS throughput parameters 

The tables and graphs of the Zevenet load balancer test 

results compare the quality-of-service parameter throughput 

on the round-robin and least-connection methods. Table 7 and 

Figure 3 show the outcomes of the round-robin algorithm's 

performance test. Meanwhile, Table 8 and Figure 4 show the 

results of testing the least-connection algorithm. 

TABLE VII 

THROUGHPUT ZEVENET ROUND-ROBIN ALGORITHM 

Throughput (mbit/s) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 RR 3:2:1 0.9 1.7 4 

2 RR 4:2:1 0.6 1.2 3.8 

3 RR 5:2:1 0.5 1.2 3.5 

4 RR 5:3:1 0.3 1 2.8 

5 RR 5:4:1 0.3 0.9 2.1 
 

 
Fig. 3  Throughput Zevenet Round-Robin Algorithm 
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Compared to alternative weight distribution schemes, the 

Zevenet load balancing system with the round-robin 

algorithm on the RR3:2:1 weight distribution scheme has the 

most significant average throughput value, at 2.2 Mbps. The 

3:2:1 RR weighted round-robin algorithm can balance the 

performance of the three backend web servers to serve user 

requests optimally. 

TABLE VIII 

THROUGHPUT ZEVENET LEAST-CONNECTION ALGORITHM 

Throughput (mbit/s) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 ALC 3:2:1 0.1 1 1.5 

2 ALC 4:2:1 0.3 1.2 1.4 
3 ALC 5:2:1 0.2 1.1 1.3 
4 ALC 5:3:1 0.5 1.3 1.5 
5 ALC 5:4:1 0.8 1.7 3 
 

 

Fig. 4  Throughput Zevenet Least Connection Algorithm 

 

Among the various weight distribution schemes, the 

Zevenet load balancing system with the least-connection 

algorithm in the ALC5:4:1 weight distribution scheme has the 

most significant average throughput value, 1.83 Mbps. The 

least-connection algorithm with the ALC5:4:1 weight can 

balance the performance of the three backend web servers to 
serve user requests optimally. 

The round-robin algorithm has an average value of 2.2 

Mbps, while the least-connected algorithm has an average 

value of 1.8 Mbps, according to the throughput computation 

for each algorithm. Thus, it can be said that both fall into the 

"Excellent" and "Good" categories for the round-robin 

method and the least-connection approach, respectively, 

according to TIPHON's standardized throughput [27].  

B. Comparison Results of QoS Parameter delay 

The tables and graphs show the outcomes of evaluating the 

Zevenet load balancer system's performance and compare the 

Quality-of-Service delay parameter in the round-robin and 

least-connection algorithms. The average throughput value 

and the average delay value are correlated; the more 

significant the resulting throughput value, the lower the 

average delay value [56], [57]. Table 9 and Figure 5 show the 

outcomes of evaluating the round-robin algorithm's 

performance.  

TABLE IX 

DELAY ZEVENET ROUND-ROBIN ALGORITHM 

Delay (ms) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 RR 3:2:1 10 40 20 
2 RR 4:2:1 40 90 50 

3 RR 5:2:1 50 90 80 
4 RR 5:3:1 70 80 210 
5 RR 5:4:1 70 110 290 

 

 
Fig. 5  Delay Zevenet Round-Robin Algorithm 

 

In the meantime, Table 10 and Figure 6 display the 

outcomes for assessing the least-connection algorithm's 

performance. With the round-robin algorithm applied to the 

RR3:2:1 weight division scheme, the Zevenet load balancing 

system achieves a lower average delay value of 23.3 ms. The 

RR3:2:1 weight distribution scheme gets the highest 

throughput value, resulting in a smaller average delay value. 

TABLE X 

DELAY ZEVENET LEAST CONNECTION ALGORITHM 

Delay (ms) 

Test Scenario 1000 byte 2500 byte 5000 byte 

1 ALC 3:2:1 90 150 150 
2 ALC 4:2:1 70 80 170 
3 ALC 5:2:1 80 90 160 
4 ALC 5:3:1 50 70 150 
5 ALC 5:4:1 20 40 60 

 

 
Fig. 6  Delay Zevenet Least-Connection Algorithm 

 
With the least-connection method in the ALC5:4:1 weight 

division scheme, the Zevenet load balancing system achieves 

a lower average delay value of 40 ms. The ALC5:4:1 weight 

distribution scheme gets the highest throughput value, 

resulting in a minor average delay.  

Based on the outcomes of these computations, the round-

robin algorithm's delay value is 23.3 ms, while the least-

connected algorithm's delay value is 40 ms. Based on the 

TIPHON standardization [45], the test results are included in 

the "Best" category. Nonetheless, the round-robin approach 

has the minimum delay value when comparing the delay 
values of the least-connection and round-robin algorithms. 

Therefore, the round-robin algorithm outperforms the least-

connected approach in terms of efficiency.  

C. Results of Comparison of QoS Jitter Parameters  

The tables and graphs of the results of assessing the 

Zevenet load balancer system's performance show a 

comparison of service jitter parameters' quality in the round-

robin and least-connection algorithms. The results of 
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measuring the performance of the round-robin algorithm can 

be seen in Table 11 and Figure 7. Meanwhile, the results of 

measuring the performance of the least-connection algorithm 

can be seen in Table 12 and Figure 8. 

TABLE XI 

JITTER ZEVENET ROUND-ROBIN ALGORITHM 

Jitter (ms) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 RR 3:2:1 5 20 10 
2 RR 4:2:1 20 45 25 
3 RR 5:2:1 40 60 50 
4 RR 5:3:1 40 50 140 
5 RR 5:4:1 40 80 90 

 

 
Fig. 7  Jitter Zevenet Round-Robin Algorithm 

 

The round-robin algorithm on the RR3:2:1 weight 

distribution scheme yields the minimum average jitter value 
of 11.6 ms for the Zevenet load balancing system. 

TABLE XII 

JITTER ZEVENET LEAST-CONNECTION ALGORITHM 

Jitter (ms) 

Test Scenario 1000 byte 2500 byte 5000 byte 

1 ALC 3:2:1 50 130 140 
2 ALC 4:2:1 30 50 120 
3 ALC 5:2:1 80 90 160 
4 ALC 5:3:1 40 70 150 

5 ALC 5:4:1 15 35 50 

 

 
Fig. 8  Jitter Zevenet Least Connection Algorithm 

 

The Zevenet load balancing system achieves the smallest 

average jitter value of 33.3 ms by employing the least-

connection algorithm in the ALC5:4:1 weight distribution 

scheme. According to the TIPHON standards [37], the round-

robin and least-connection algorithms' Jitter computation 

results fall into the "Good" category, as they remain within 

the 1-75 ms range. The round-robin algorithm combined with 

Zevenet load balancing is more efficient than the least-
connection algorithm.  

 

D. Results of Comparison of Qos Parameters for Loss 

Packets  

The tables and graphs of the results of testing the 

performance of the Zevenet load balancer system show the 
comparison of the quality-of-service parameter Packet loss in 

the round-robin and least-connection algorithms. The results 

of measuring the performance of the round-robin algorithm 

can be seen in Table 13 and Figure 9. In the meantime, Table 

14 and Figure 10 display the outcomes of evaluating the least-

connection algorithm's performance.  

TABLE XIII 

ZEVENET PACKET LOSS ROUND-ROBIN ALGORITHM 

Packet Loss (%) 

Test Scenario 1000 byte 2500 byte 5000 byte 

1 RR 3:2:1 0,0 0,0 0,0 
2 RR 4:2:1 0,1 0,2 0,8 
3 RR 5:2:1 0,2 0,5 0,9 
4 RR 5:3:1 0,3 0,7 1 
5 RR 5:4:1 0,3 4 5 

 

 
Fig. 9  Zevenet Packet Loss Round-Robin Algorithm 

 

Using the round-robin algorithm on the RR3:2:1 weight 

distribution scheme, the feasibility value of the Zevenet load 

balancing system packet loss parameter yields the minimum 

average value of 0, indicating the " Perfect " category based 
on the TIPHON standard [45]. The data packets retrieved 

show this: in the RR3:2:1 scheme test, no packets were 

dropped, and the final throughput value was more significant 

than 2 Mbps. 

TABLE XIV 

PACKET LOSS LEAST-CONNECTION ALGORITHM 

Packet Loss (%) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 ALC 3:2:1 0,9 8 6 
2 ALC 4:2:1 0,7 7 7 
3 ALC 5:2:1 0,8 6 7 
4 ALC 5:3:1 0,8 7 5 
5 ALC 5:4:1 0,2 2 3 
 

 
Fig. 10  Packet Loss Least Connection Algorithm 

 

The feasibility value of the Zevenet load balancing system 

packet loss parameter using the least-connection algorithm in 
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the ALC5:4:1 weight distribution scheme gets the smallest 

average value of 1.7, which indicates a "Good" category based 

on the TIPHON standard [45]. Thus, using the round-robin 

method rather than the least-connection algorithm is more 

efficient when utilizing the Zevenet load balancing system.  

E. Comparison of CPU Utilization Calculation Results  

The tables and graphs showing the results of the Zevenet 
load balancer performance test show the CPU Utilization 

comparison for the round-robin and least-connection methods. 

Table 15 and Figure 11 show the outcomes of the round-robin 

algorithm's performance test. In the meantime, Table 16 and 

Figure 12 display the outcomes of the least-connection 

algorithm's performance test.  

TABLE XV 

CPU UTILIZATION ZEVENET ROUND-ROBIN ALGORITHM 

Resource Utilization (CPU%) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 RR 3:2:1 15 22 29 
2 RR 4:2:1 16 20 35 
3 RR 5:2:1 15 21 33 
4 RR 5:3:1 14 22 31 
5 RR 5:4:1 14 23 39 

 

 
Fig. 11  CPU Utilization Zevenet Round-Robin Algorithm 

 

By analyzing the data in Table 8 and Figure 4 above, it can 

be concluded that the request distribution process carried out 

by the Zevenet load balancer on the HTTP service with the 

round-robin algorithm shows a relatively small average value 

of request resource utilization because it does not cause 

overload on the backend server. The average resource 

utilization (CPU) value of the Zevenet load balancer system 

using the round-robin algorithm on the RR3:2:1 weight 
distribution gets a minor average resource utilization (CPU) 

value of 22. 

TABLE XVI 

CPU UTILIZATION ZEVENET LEAST-CONNECTION ALGORITHM 

Resource Utilization (CPU%) 

Test Scenario 1000 byte 2500 byte 5000 bytes 

1 ALC 3:2:1 38 47 60 
2 ALC 4:2:1 34 49 54 
3 ALC 5:2:1 38 45 59 
4 ALC 5:3:1 49 49 60 

5 ALC 5:4:1 40 46 63 

 

The distribution of requests by the Zevenet load balancer 
on the HTTP service with the least-connection algorithm 

demonstrates a minor average request utilization compared to 

the round-robin algorithm on a small or large number of 

connections, as can be inferred from the data in Table 7 and 

the graph in Figure 3. The average resource utilization (CPU) 

value of the Zevenet load balancer system using the least-

connection algorithm on the ALC 5:4:1 weight distribution 

gets a minor average resource utilization (CPU) value of 49.6. 

As a result, although the CPU use in the least-connection 

algorithm is more than in the round-robin algorithm, it is still 

relatively tiny. Table 17 below compares all the estimated 

quality of service test parameters.  

 

 
Fig. 12  CPU Utilization Zevenet Least Connection Algorithm 

TABLE XVII 

COMPARISON OF QOS PARAMETER TESTING RESULTS 

Parameter 

QoS 

Round 

Robin 

QoS 

Category 

Least 

Connection 

QoS 

Category 

Throughput 2.2 
mbps 

Excellent 1.83 Mbps Good 

Delay 23.3 ms Best 40 ms Best 
Jitter 11.6 ms Good 33.3 ms Good 
Packet 
Loss 

0 Perfect 1.7 Good 

CPU 

Utilization 

0.22 % - 0.49% - 

IV. CONCLUSION 

The implementation of Zevenet Load Balancer, which 

divides the data traffic load of the backend data cluster on the 

Amikom Purwokerto student web server using the round-

robin algorithm and the least-connection algorithm, was 

suggested as a solution to issues with the student web server. 

From this research, the results of testing the quality-of-service 

parameters on the Amikom Purwokerto student HTTP web 

server service show that the Zevenet Load Balancer with the 

round-robin algorithm has superior performance and shows 
less CPU usage. Using the round-robin algorithm in 

implementing the Zevenet load balancer to overcome the 

problem of load-sharing data traffic and minimize server 

downtime on the Student Amikom Purwokerto web server is 

more appropriate and effective. 

The information technology leadership at Amikom 

University Purwokerto will greatly enhance information 

technology governance and information technology service 

management (ITSM) by putting this idea into practice. 

Moreover, this implementation will bring more benefits in 

improving information systems, information technology, and 

internet networks, especially the stability of the Amikom 
Purwokerto student web server. 

In future research, the author plans to develop a network 

monitoring or Network Monitoring Service that is useful for 

informing web servers of uptime and downtime, making it 

easier to resolve web server network problems. Then, carry 

out research to improve network security on the Amikom 

Purwokerto student web server. 
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