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Abstract— Due to various factors that cause visual alterations in the collected facial images, gender classification based on image 

processing continues to be a performance challenge for classifier models. The Vision Transformer model is used in this study to suggest 

a technique for identifying a person’s gender from their face images. This study investigates how well a facial image-based model can 

distinguish between male and female genders. It also investigates the rarely discussed performance on the variation and complexity of 

data caused by differences in racial and age groups. We trained on the AFAD dataset and then carried out same-dataset and cross-

dataset evaluations, the latter of which considers the UTKFace dataset.  From the experiments and analysis in the same-dataset 

evaluation, the highest validation accuracy of �. ����  happens for the image of size ��� � ���  pixels with eight patches. In 

comparison, the highest testing accuracy of �. ��	
 occurs for the image of size ��	 � ��	 pixels with �� patches. Moreover, the 

experiments and analysis in the cross-dataset evaluation show that the model works optimally for the image size ��	 � ��	 pixels with 

�	 patches, with the value of the model’s accuracy, precision, recall, and F1-score being �. ���	, �. ����, �. ����, and �. ����, 

respectively. Furthermore, the misclassification analysis shows that the model works optimally in classifying the gender of people 

between 21-70 years old. The findings of this study can serve as a baseline for conducting further analysis on the effectiveness of gender 

classifier models considering various physical factors.  
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I. INTRODUCTION

In the current era of advanced computer vision, a system 

that can carry out automated monitoring activities has become 
an inseparable aspect of daily life. Some examples include 

gesture recognition, body tracking, face recognition, age 

estimation, and gender classification. Gender classification 

benefits several applications, such as limiting access to a 

particular building/room to specific genders and collecting 

some demographic data [1]. 

There have been numerous earlier investigations regarding 

gender classification based on facial images. Liew et al. used 

the Convolutional Neural Network to classify a gender [2]. 

Asmara et al. succeeded in classifying gender using the Naïve 

Bayes method [3]. Mohamed et al.  [4] successfully classified 
gender using several facial features and the K-Nearest 

Neighbor method. Azzopardi et al.  [5] developed a technique 

to classify genders by combining feature extraction of the 

eyes, cheeks, and mouth and the Support Vector Machine. 

Tianyu et al.  [6] successfully created a gender classification 

algorithm using the Multi-Block Local Binary Pattern method 

to perform feature extraction and the Support Vector Machine 

for its classification. 

Furthermore, Deep Learning via Convolutional Neural 

Networks is prevalently used in computer vision cases (see, 

e.g., [7]). According to Dosovitskiy et al.  [8], the Vision

Transformer model, inspired by the Transformer model

originally introduced in 2017 for a Natural Language
Processing task [9], can also be used to perform image

classification tasks. The Vision Transformer method works by

self-attention mechanism, i.e., by looking at the relationship

between one element and another [9].

Even though it is only a binary classification, the task of 

distinguishing gender based on facial image data is currently 

still an exciting challenge due to the data’s high variability 

and complexity. For broader applications such as security and 

monitoring systems [10], user personalization [11], product 

marketing [12], and many more [13], the system is demanded 

to have high accuracy and handle many variations regarding 
the differences in ethnicity, age, hairstyle, expression, and 

lighting. However, the current study that optimizes a gender 
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recognition model and analyzes the data variability and 

complexity is still lacking. 

This paper proposes the Vision Transformer method to 

classify gender as suggested by Dosovitskiy et al.  [8], who 

conjectured that this method likely outperforms previously 

state-of-the-art techniques. In addition to observing the use of 

Vision Transformers, this study also analyzes the reliability 

of the proposed method for variations in dataset sources, 

racial differences, and age groups. 

The rest of the paper is organized as follows. Section II 
discusses related works and some literature regarding 

Transformer, Vision Transformer, and data augmentation for 

image datasets. Section III presents the description of the 

proposed method. The results of the model evaluation and its 

corresponding analysis are discussed in Section IV. Finally, 

this paper is concluded in Section V. 

II. MATERIALS AND METHOD 

A. Related Works 

Studies on gender classification and its applications have 

been extensively conducted in the past few decades. Some are 

based on facial images [14, 15, 16, 17, 18, 19, 20, 21, 22, 23], 

while others use different modalities such as gait [24, 25, 26], 

text [27, 28], speech [29, 30], and others. This research 

focuses on gender recognition using facial images with 

various variations. Several articles [13, 31, 32, 33] have 

conducted comprehensive reviews related to this study. 

Various methods have been applied, and comparative studies 

have been among them [34, 35]. The proposed solutions can 

be divided into two main groups: those based on neural 

networks [14, 36] and those based on other machine learning 
approaches [3, 4, 5, 6, 15, 17, 20, 23]. 

There have been numerous investigations related to gender 

classification based on face images. Previously Liew et al. 

obtained 99.38% accuracy using the Convolutional Neural 

Network for such a classification [2]. Here, the authors used 

the AT&T face database dataset containing 400  facial 

images, each represented in 32 � 32  pixels. Asmara et al. 

achieved 80% accuracy in classifying the gender of facial 
images using the Naïve Bayes method. Their study considers 

a dataset of 300  images [3]. Mohamed et al. obtained 

99.3% accuracy in gender classification based on facial 

images using several facial features and the K-Nearest-

Neighbor method. Their research considers the FERET 

dataset and ESSEX database containing 485 and 153 images 

of 32 � 32 pixels, respectively [4]. Azzopardi et al. used the 

SVM method for the gender classification of facial images on 

GENDER-COLOR-FERET datasets containing 836 images. 
This method extracted several parts of the face, such as eyes, 

cheeks, and mouths, and obtained a 96.4%  accuracy [5]. 

Finally, Tianyu et al.  [6] performed gender classification of 

facial images using the combination of Multi-Block Local 

Binary Pattern and Support Vector Machine. This 

classification is performed on the Face Fowl library dataset 

and obtained 94.7% accuracy. 

B. Transformer 

Transformer was initially a machine learning model 

designed for natural language cases. It was introduced in 2017 

and quickly became one of the state-of-the-art models for 

classification related to natural language processing [37]. 

Transformer follows the encoder-decoder concept. The 

encoder layer works as a continuous input receiver, denoted 

by (��, ��, … , ��) , and transforms an input mapping 

operation to produce (��, ��, … , ��). In the decoder block, 
(��, ��, … , ��)  is transformed into (��, ��, … , ��)  in 

continuous time fashion. Each transformation step is 
autoregressive, which means each step’s output becomes the 

input for the subsequent iteration [9]. In other words, a 

Transformer is a sequence representing a deep-learning model 

that uses a stacked self-attention and pointwise method. Every 

self-attention block is linked to the fully connected layers on 

each encoder and decoder sequence [9]. 

C. Vision Transformer 

The Transformer model is not limited to the natural 

language processing domain. For example, the application of 
the Transformer model in computer vision was first discussed 

by Guo et al.  [37]. A digital image usually consists of several 

tuples (�, �) where each tuple has a corresponding intensity 

value. These tuples are called pixels, the smallest unit in a 

digital image. In the Transformer model, instead of processing 

the self-attention of an image in a pixel-by-pixel fashion, the 

image is initially transformed into a one-dimensional vector. 

This process is conducted to simplify the computation process 

[8]. Fig. 1 illustrates converting a two-dimensional image 

array into a one-dimensional vector. 

According to [8], the Vision Transformer works by 

reshaping the input image  ∈ ℝ#�$�%  of size & � ' with 

( channels into its corresponding sequence of flattened two-

dimensional patches  ) ∈ ℝ*�(+,⋅%)  where (., .)  is the 

resolution of each image patch (a patch is a collection of 

several pixels, an image is divided into several patches) and 

/ = &'/.�.  The value / represents the number of patches 

of the image. 

D. Data Augmentation 

Data augmentation is a method to construct a proper deep-

learning model by continuously reducing the number of 

validation errors during the training phase. This method is 

used to overcome classical problems such as overfitting [38, 

39]. Overfitting may happen when the accuracy produced in 

the training phase is considerably higher than that yielded in 

the validation phase [39]. 

Data augmentation involves the creation of new data items 

from the original datasets. There are several possible data 
augmentation procedures for image datasets, such as 

geometric and color transformations, random erasing, random 

zoom, and random flip (see [39] for an extensive 

bibliography). This study uses rotation, flip, and zoom to 

obtain augmented datasets for the training and validation 

phases. 

 
Fig. 1 Conversion from a two-dimensional image array into a one-

dimensional vector. 
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E. Overview of the Proposed Method 

In this section, we describe our proposed model for gender 

classification based on facial images using Visual 

Transformer. First, we explain the dataset used in the training 
phase of our model. Second, we discuss some data 

preprocessing techniques to ensure that each item in the 

dataset can be processed using the Visual Transformer. Third, 

we describe the construction of our model and classify dataset 

items into train and test data. Here, we also discuss the pixels 

and patch size of the images. Finally, we discuss the model 

evaluation for measuring the performance of our proposed 

system. 

Our proposed model uses the Vision Transformer to 

classify the gender of a given facial image. Each image in the 

previous training data is labeled. This model is summarized 
in the diagram Fig. 2. Performance satisfaction is 

quantitatively assessed using some standard evaluation 

metrics. 

 
Fig. 2  General flowchart of our proposed model. 

F. Datasets for the Training Phase 

Our model uses the AFAD (Asian Face Age Dataset) 

dataset as a training dataset. This dataset contains 165,432 

facial images divided into 63,680 images of the female class 

and 1100,752 456789of the male category. Fig. 3 illustrates 

some samples in the AFAD datasets. 

G. Data Preprocessing 

Our model performs some data preprocessing techniques 

for the training data. These techniques include data 

augmentation methods such as random rotation, random zoom, 

and random horizontal flip. According to Gonzalez and 

Woods, data preprocessing can enhance the performance of 

the image classification model [37]. 

H. Model Construction 

Our model uses the Vision Transformer architecture. 

Initially, the model classifies images into training and testing 

data. The training process in this study is conducted in several 

scenarios according to pixel and patch sizes. 

 
Fig. 3  Some images in the AFAD datasets. 

 

 
Fig. 4  Some images in the UTKFace dataset. 

 

There are two possible pixel sizes, namely 160 � 160 and 

224 � 224. In addition, each pixel size may have different 

patch sizes, namely 8 , 10 , 14 , 16 , 20 , 28 , and 32 . For 

training purposes, our model uses images of sizes 160 � 160 

pixels with 1:8;atches and 20 patches as well as images of 

sizes 224 � 224 pixels with 14 and 16 patches. 

I. Cross-dataset Evaluation and Evaluation Metrics 

After training is performed using the AFAD dataset, the 

proposed model is tested using cross-dataset evaluation 

against the UTKFace dataset containing 11,316 male and 

12,392 female facial images, respectively. Fig. 4 provides 

some examples of images in the UTKFace dataset. 

Both AFAD and UTKFace datasets contain facial images 

of female and male types. The cross-dataset evaluation is 

performed using a modified confusion matrix depicted in, 

adapted from [40]. Here, the actual value is the exact label of 

an image, while the predicted value is the value obtained from 
our model prediction. We define a true male as a condition 

when both actual and predicted classes of an image are male. 

A true female is defined analogously; both actual and 

predicted classes are female. A false male is a condition when 

a female-labeled image is incorrectly predicted as male. In 

contrast, a false female occurs when a male-labeled image is 

incorrectly predicted as female. 

 
Fig. 5  Modified confusion matrix for our proposed model 

 

Our evaluation metrics use accuracy, precision, recall, and 
F1-score. These metrics are adapted from the standard binary 

category classification model described in [41]. In the 
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following formulas, <= , <> , >= , and >>  correspondingly 

denote the condition of true male, true female, false male, and 

false female. 

The model’s accuracy is a ratio between the correct 

prediction (the total proportion of actual males and true 

females in Fig. 5) and the entire prediction result. 

Mathematically, it is expressed as follows. 

 6??@A6?� =  
BCDBE

BCDBEDECDEE
 (1) 

The precision of the model is the ratio between the number 

of correct results and the proportion of the positive predictive 

value. For the male class, the precision is defined as follows: 

 FA8?494G;HIJK =
BC

BCDEC
 (2) 

While for the female class, the precision is described as 

follows. 

 FA8?494G;LKHIJK =
BE

BEDEE
 (3) 

In other words, the precision of a particular gender class � is 

defined as the number of correct predictions for gender class 

� divided by the number of all predictions related to gender 

class �. The precision of the system is the arithmetic mean of 

FA8?494G;HIJK  and FA8?494G;LKHIJK .  

The recall value of a class in our model is defined as the 

ratio between the number of correct results for that class and 

the total number of actual items for such class. For the male 

class, the recall is defined as follows. 

 A8?6MMHIJK =
BC

BCDEE
 (4) 

While for the female class, the recall is defined as follows. 

 A8?6MMLKHIJK =
BE

BEDEC
 (5) 

In other words, the recall of a particular gender class �  is 

defined as the number of correct predictions for gender class 

� divided by the total number of actual data related to gender 

class � . The recall of the system is the average value of 

A8?6MMHIJK  and A8?6MMLKHIJK . 

Finally, the F1-score of the system is defined as the 

harmonic mean of the previously described precision and 

recall, which is as follows. 

F1-Score =
2

1
FA8?494G;

+
1

A8?6MM

 

 

F1-Score =
2 ⋅ FA8?494G; ⋅ A8?6MM

(FA8?494G; + A8?6MM)
 

(6) 

III. RESULTS AND DISCUSSION 

This section describes the experimental results and 

discusses them based on several scenarios. In our experiments, 

we test our model using same-dataset and cross-dataset. The 

cross-dataset differs from the dataset used in the training 

phase but has the same domain as the training dataset. We 

perform both quantitative and qualitative evaluations from the 

experimental results. The quantitative assessment uses the 

previously mentioned evaluation metrics such as accuracy, 

precision, recall, and F1-score. In contrast, the qualitative 

evaluation visually compares the images associated with the 

highest validation accuracy and those corresponding to the 
lowest testing accuracy. 

A. Results of Same-datasets Evaluation 

In the same-dataset testing, the accuracy of the proposed 

system is measured after the training phase is completed. 

There are ten scenarios involving two image sizes, namely, 

160 � 160 pixels and 224 � 224 pixels. The patches of the 

images of 224 � 224  pixels are 8 , 14 , 16 , 28 , and 32 , 

whereas the patches of the images of 160 � 160 pixels are 8, 

10, 16, 20, and 32. Fig. 6 depicts an example of an image 

with 224 � 224 pixels and 14 patches. 

 
Fig. 6  A 224 � 224 pixels image with 14 patches. 

 

The hyperparameters used in this test have a learning rate 

of 0.001 with 100 epochs and a transformer layer depth of 12. 

We used the previously mentioned AFAD dataset and divided 

it into around 90% for the training phase (containing 91,300 

images of male labels and 57,700 images of female labels), 

around 5%  for the validation purpose (containing 5,190 

images of male labels and 3,086 images of female labels), 

and around 5%  for the model testing (containing 5, 067 

images of male labels and 3,208 images of female labels). 

TABLE I 

EXPERIMENTAL RESULTS FOR TRAINING PHASE (SAME-DATASET TESTING) 

Image Size 

(pixels) 

Patch 

size 

Validation 

Accuracy 

Testing 

Accuracy 

160 � 160 8 �. ���� 0.9661 

160 � 160 10 0.9628 0.9598 

160 � 160 16 0.9609 0.9610 

160 � 160 20 0.9485 0.9460 

160 � 160 32 0.9196 0.9154 

224 � 224 8 0.9639 0.9631 

224 � 224 14 0.9667 0.9644 

224 � 224 16 0.9633 0.9622 

224 � 224 28 0.9492 �. ��	
 

224 � 224 32 0.9381 0.9362 
 

Table I summarizes the quantitative evaluation results for 

the same dataset testing based on image and patch sizes. We 

infer that the highest validation phase accuracy of 0.9676 

occurred when the image size is 160 � 160 pixels and the 

patch size is 8, while the lowest validation phase accuracy of 

0.9196 happened when the image is 160 � 160 pixels and 

the patch size is 32 . For the testing phase, the highest 

accuracy of 0.9843  occurred when the image size is 

224 � 224 pixels and the patch size is 28, while the lowest 

testing accuracy of 0.9154 happened when the image size is 

160 � 160 pixels and the patch size is 32. 

Fig. 7 provides the qualitative evaluation involving five 

images, four labeled male. The target describes the actual 

label of images and ℎ � P (F) describes the size (in pixel) and 
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the patch numbers of the images used. Here, we visually 

compare the actual labels of five images and their prediction 

results when the training considers images of size 160 � 160 

pixels with 8 and 32 patches, respectively. From Table I, the 

validation accuracy for images of size 160 � 160 pixels with 

8 patches is the highest among the results in the validation 

phase. On the other hand, the testing accuracy for images of 

size 160 � 160 pixels with 32 patches is the lowest among 

the results in the testing phase. Therefore, we can deduce that 

increasing the number of patches does not necessarily ensure 

the correctness of the prediction result.  
Fig. 7  Samples of qualitative evaluation involving images of 160 � 160 

pixels with patch sizes 8 and 32. 

 

 
Fig. 8  Confusion matrix from cross-dataset evaluation against the UTKFace dataset. 

 

B. Results of Cross-datasets Evaluation 

After the model is trained and evaluated using the AFAD 

dataset, it is then tested using the cross-dataset evaluation 
technique. Our cross-dataset evaluation uses UTKFace 

datasets containing 26,132 facial images. This cross-dataset 

evaluation is measured quantitatively using the confusion 

matrix described in Fig. 5. The experiment uses two types of 

pixel sizes, 160 � 160 and 224 � 224. The images in 160 �

160 pixels consider five patch sizes, namely 8, 10, 16, 20, 

and 32 , while the 224 � 224  pixels images employ five 

patch sizes, namely 8, 14, 16, 28, and 32. The result of this 

cross-dataset evaluation is summarized in Fig. 8. 

The highest level of misclassification of the model when 

predicting the male gender from the images in which the 

actual label is female happens for the images of size 

224 � 224  pixels with 32 patches. On the other hand, the 

highest level of misclassification of the model when 

predicting the female gender in which the actual label is male 

occurs for the images of size 160 � 160  pixels with 10 
patches. The quantitative evaluation for each previously 

mentioned combination of pixel and patch sizes is 

summarized in Table II. 

From Table II, we infer that the highest accuracy of 

0.8174 occurs when the image size is 224 � 224 pixels with 

14 patches. This configuration of image size and patches also 
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yields the highest precision, recall, and F1-score values of 

0.8188, 0.8189, and 0.8189,, respectively. 

In addition, from Table II, we deduce that the lowest 

accuracy of 0.6789 happens when the image size is 160 �

160 with 32 patches. This combination of image size and 

patches also produces the lowest precision, recall, and F1-

score values of 0.6970, 0.6857, and 0.6913. 

TABLE II 

CROSS-DATASET EVALUATION RESULTS 

Pixel 

Size 

Patch 

Size 
Accuracy Precision Recall 

F1-

Score 

160 8 0.8061 0.8070 0.8074 0.8072 

160 10 0.7820 0.8050 0.7999 0.8024 

160 16 0.7810 0.7814 0.7819 0.7817 

160 20 0.7915 0.7947 0.7938 0.7942 

160 32 0.6789 0.6970 0.6857 0.6913 

224 8 0.8096 0.8096 0.8085 0.8089 

224 14 �. ���	 �. ���� �. ���� �. ���� 

224 16 0.8032 0.8109 0.8066 0.7983 

224 28 0.7854 0.7921 0.7886 0.7903 

224 32 0.7734 0.7734 0.7740 0.7737 

 

As in the same-dataset evaluation, we also conducted 

qualitative analysis for the cross-dataset assessment. Fig. 9 

visually compares the actual label of five images with their 

corresponding prediction results according to the 

configuration that gives the highest and lowest accuracy. 

Recall that the highest accuracy occurs when the image size 

is 224 � 224  and the number of patches is 14 , while the 

lowest accuracy occurs when the image size is 160 � 160 

with 32 patches. As in the qualitative evaluation for the same 

dataset, the higher the number of patches does not correspond 
to the improvement of the prediction. 

 
Fig. 9 Samples of qualitative evaluation involving images of 224 � 224 

pixels with 14 patches and 160 � 160 pixels with 32 patches. 

C. Misclassification Analysis for the Best Scenario of Cross-

dataset Evaluation 

According to the confusion matrix in Fig. 8 and the 

summary in Table II, the best scenario occurs when the model 

considers images of 224 � 224 pizes with 114 F6:?ℎ89 This 

configuration yields the highest accuracy, precision, recall, 
and F1-score values. Consequently, the misclassification 

level for this scenario is also the lowest among other 

combinations. To further analyze the model with this 

configuration, we analyze the misclassification level for four 

racial categories, namely white (Caucasian), black (African), 

Asian (particularly East and Southeast Asian), and Indian. 

The summary of the misclassification levels for these 

categories is explained in Fig. 10. 

From Fig. 10, we infer that the misclassification rate among 

the Asian group is the lowest at 20.9% , followed by the 

African group at 33.9%, then by the Indian group at 44.2%, 

and finally by the Caucasian group at 50.4%. These results 

are unsurprising, considering the dataset used in the training 
phase is the AFAD dataset specifically built from Asian facial 

images. Moreover, unexpectedly, the system can classify the 

genders by the facial images of other racial groups with 

correct classification rates as high as 49%.Some misclassified 

images for the Caucasian group are depicted in Fig. 11. 

 
Fig. 10  Misclassification percentage for four different racial groups, i.e., 

white (Caucasian), black (African), Asian, and Indian. 

 
Fig. 11  Examples of misclassified images for the Caucasian group in the best 

scenario evaluation (pixel size: 224 � 224, number of patches: 14). 

 

We also analyze the misclassification level for different 

age groups. Here, we divide the test data into twelve different 

age categories, namely age 0-10, age 11-20, age 21-30, age 

31-40, age 41-50, age 51-60, age 61-70, age 71-80, age 81-90, 

age 91-100, age 101-110, and age 111-116. Fig. 12 

summarizes the misclassification level for these age groups. 

From Fig. 12, we deduce that our proposed model is most 

suitable for people in the 41-50 years group. Moreover, the 

model classification rates for all age groups between 21-70 

years are always greater than 80% . The highest 

misclassification level occurs for the age group 111-116 years, 
followed by the age groups 91-100, 0-10, and 81-90. For other 

age groups, the misclassification rate is lower than 27%. One 

of the reasons is the insufficient training data in the AFAD 

dataset for those groups. Furthermore, it is visually 

challenging, even for a human, to distinguish the genders of 
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very young or very old people solely based on their facial 

images. Some examples of misclassified images for the age 

group 0-10 in the best scenario evaluation are presented in Fig. 

13. 

 
Fig. 12  Misclassification rate for twelve different age groups. 

 
Fig. 13  Examples of misclassified images for the age group 0-10 in the best 

scenario evaluation (pixel size 224×224, number of patches: 14). 

IV. CONCLUSION 

This paper has successfully implemented the Vision 

Transformer model to classify genders into male and female 

categories. Observations and analyses regarding the proposed 

method's reliability for variations in dataset sources, racial 

differences, and age groups are also provided in this paper. 

Our experiment and analysis show that the validation and 

testing accuracies from the same-dataset evaluation for all 

scenarios are always more than 90%. The highest validation 

accuracy level of 0.9676  occurs for the image of size 

160 � 160 pixels with 8 patches. In comparison, the highest 

testing accuracy of 0.9843  happens for the image of size 

224 � 224 pixels with 28 patches. 

The testing accuracy of 0.9843  in the best image 

configuration for the same-dataset testing is higher than those 

obtained by Asmara et al. [3], Azzopardi et al. [5], and Tianyu 

et al. [6]. On the other hand, the results and analysis from the 

cross-dataset evaluation show that the optimal configuration 

for the image is 224 � 224 pixels with 14 patches. In this 

setting, the system’s accuracy, precision, recall, and F1-score 

are respectively 0.8174, 0.8188, 0.8189, and 0.8189, which 

is lower than those obtained from the previous work except 

that obtained by Asmara et al. [3]. 
Our proposed model may not outperform the previous 

state-of-the-art technique. Still, the result of our experiments 

provides important insight for further research, i.e., the Vision 

Transformer model can be used to classify genders based on 

facial images. We conjecture that combining our proposed 

model and other techniques likely outperformed the current 

state-of-the-art methods for gender classification based on 

face images. 

Our model is specifically designed for Asian facial images. 

However, the misclassification analysis shows that this model 

can also be used to classify genders of other races’ facial 

images with a correct classification rate as high as 49% . 

Moreover, the misclassification analysis shows that the model 

works optimally in classifying the gender of people between 

21-70 years old. As an opportunity for further development, 

the misclassification rate of the model can be made lower by 

enhancing the datasets with other data items, such as facial 

images of other racial groups and facial images of very young 

and very old people. 
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