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Abstract—Human organ failure due to high blood sugar is considered a chronic disease. Early prediction might reduce or prevent 

complications due to such disorders, especially with recent machine-learning improvement techniques and the availability of 

electronic data from different sources. The number of diabetic patients roughly increased and may reach more than 600 million by 

twenty years. Transforming data into valuable and helpful information is an effort for researchers to improve the performance of ML 

techniques. This paper applies several types of sampling to predict 1000 samples with attributes and three diabetes class types 

(Random Forest tree, Hoeffding tree, LWL, NB updatable, and support vector Machine). This paper focused on most parameters that 

affected overall prediction accuracy. ML performances have been measured depending on the accuracy and mean absolute error for 

several cross-validation values before Feature reduction and after feature minimization by applying feature selection methods. It 

shows that Gender, Age, Blood Sugar Level (HbA1c), Triglycerides (TG), and Body Mass Index (BMI) are the most impact attributes 

applied. It is also shown that the Random Forest tree was the best method (97.7 and 98.6 %) with and without feature minimization, 

respectively, but it has a higher performance by omitting some unbalanced features from the diabetic dataset. Weight minimization 

has also been applied to techniques like SVM to obtain a better-searching plane and a robust model. In addition, this study specifies 

which parameters have weight minimization with the required analysis. Also, the feature selection method was applied to gain 

memory and reduce time. 
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I. INTRODUCTION

Many countries have suffered from severe health issues 
like heart failure, Kidney failure, cancer, and lastly, COVID-

19. Diabetic disorders are not less than other health issues,

especially with solid complications that appear after a simple

period if not predicted early. A healthy type and disease

identification might delay or prevent this progression. In

addition, the Diabetic database is available but needs

processing to obtain good analysis and provide a will pattern

recognition. Extracting information from images such as

tongue features is a technique researchers use to collect

information and upload it to deep learning and classical ML

(Machine learning) methods for a prediction process. A
study focused on the relationship between tongue images

and diabetic occurrences revealed that 1140 samples in

China were divided equally into diabetic/non-diabetic

samples with image Collection by an instrument [1]. In [2],

researchers depend on a dataset of 800 samples with ten

features, applying different approaches and obtaining the 

highest methods based on the highest accuracy. In this paper, 

logistic regression methods provided the best accuracy 

compared to the super/unsupervised algorithms that were 

applied in this paper. 
Early prediction of diabetic disorder prevents several 

types of human part's failure like liver and heart. DT and two 

other ML techniques are applied and compared for 767 

pregnant and non-pregnant females with seven attributes in 

India to predict diabetic disorders [3]. Among the applied 

techniques, Naïve Bayes got the lead in accuracy with 74-

28%, followed by decision tree and SVM, respectively. 

Negative results because of the complications that diabetes 

causes must be recorded and analyzed to create a prediction 

system that can hold the future similar or class to the 

uploaded dataset [4], [5]. Data was studied and tested for 

more than one million samples from Canada for three years 
of risk outcomes due to diabetic issues. In [6] and [7], the 

authors also depend on the Pima Indian database but apply 
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deep learning methods with two different cross-validations 

(5 and 10 cross-validations) and compare them. The 

classification of a dataset such as the Pima diabetes dataset 

is a widespread issue for medical data due to several 

parameters and features available, such as BMI, skin 

characteristics, and other features. The R program presents 

faster decision-making for internet users with 3 ML types [8]. 

In [9], authors focus on applying KNN to these datasets to 

discover the features that most influence prediction accuracy. 

KNN was utilized to focus on the main effective classes 
based on the k parameter. Modifying KNN towards accuracy 

enhancement, authors in [10] utilized standard deviation 

principles with KNN to replace the common distance 

calculation of classical KNN. 

In the same way as applying ML but with an adjustment 

on the PID dataset, SVM has the best performance by 

comparing two types of datasets (before and after dataset 

enhancement) [11]. In [12], authors focused on the style 

mode of like in India with heath family history to predicate 

types of diabetes. The study applied a question aired to 

obtain 952 patients' information relevant to their family 
history and lifestyle and delivered it to different types of 

ML-like (KNN, SVM, etc.). The collected dataset was 

compared to 768 samples in Pima/India to train and test the 

prediction system. Attributes in this paper were dependent 

and independent based on life and health history data by 

dividing data into training sets triple times the testing set. 

The random forest tree had the best performance among the 

six applied techniques, with 94% and 75% applying it on the 

second dataset. 

II.  MATERIALS AND METHODS 

A. Decision Tree 

Different applications deal with Decision tree 

classification types; Cache replacement planning to enhance 

the duty of proxy servers has been introduced and studied 

[13] by modifying a fast version of the decision tree. Some 

of these disorders are complicated, such as cancer, because it 

is hard to predict and needs fast detection. Therefore, others 

ought to use multiple algorithms for such a disease. DT 

depends on features and is considered one of the non-

parametric processes. Therefore, features and attributes 

should be evaluated well, and then the type that fits these 
data types and properties should be chosen when the 

classification is based on a decision tree algorithm [14], [15]. 

It was applied for different fields with data and as an Image 

processing with data extraction. Compared to weighted 

methods, DT has no nodes to deal with and does not need to 

define the number of layers or neurons per layer. DT is a 

much simpler mathematical process that leads the path to the 

right way of detection. The activation function in DT 

depends on features at each step, which define and create 

branches. The decision tree has main steps [16]:  

 Specify at each step which entropy should start with 
and its branches. 

 Move towards two branches after starting with nodes, 

then determine the value ranges. 

 According to the probabilistic of any events, DT 

moves forward until it reaches a particular class. 

 Make the right path for each class it finds. 

In order to reduce the prediction time with DT 

enhancement, an omitting feature of some non-useful 

features or independent attributes before applying it to show 

the impact of selecting features is provided [17]. The steps 

shown in Fig. 1 explain the node paths and conditions 
toward diabetic classes using C4.5, which also defines the 

number of total tree leaves and their size.  

 

 

Fig. 1  The C4.5 node paths and conditions toward diabetic classes. 
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B. Hoeffding Tree (HT) 

This Version of the decision tree used the boundary 

conditions of Hoeffding, which determine attributes that 

process at a time. HT works significantly with streaming 

data, even if it is large when they do not alter at a time. 

Coming features that HT processes are not limited like DT. 

On the other hand, new data supplied to HT can be easily 
dealt with. HT can reduce the memory size because it works 

at any step with incoming data, which does not need to start 

over the starting node [18] and [19]. This paper presented a 

model consisting of attributes and classes in the format (D, 

A), where A refers to 11 attributes and D refers to three 

types of Diabetic. The main objective of this model is to 

generate D=f (A) with high precision for more incoming 

data. The main steps that this paper works on are explained 

and followed. 

 The root node is initialized according to the highest 

gain of attributes at first. 
 B leaves can get branches according to enough data to 

measure the gain of each attribute to continue with. 

 Applying the H condition to decide which attributes 

provide better classification accuracy by testing these 

paths till the end. 

 Repeating the previous step until speckling the 

optimal attributes assisting in tree growth.  

For example, after applying HT, one of the diabetic 

attribute conditions is shown in (Table I). 

TABLE I 

CLASSES ACCURACY CALCULATION DEPENDS ON ONE ATTRIBUTE WITH 

CONDITION SPECIFICATIONS 

Attributes 

name 
Condition Class 0 Class 1 Class 2 

HbA1C <=6.45 43% 22% 34% 
HbA1C >=6.45 2% 6% 92% 
HbA1C neglected 10% 5% 85% 

C. LwL 

Unlike DT and HT, linear regression is an effortless 

regression model. It does not work on the overall data at 

once unless creating neigh boon line detection for each point. 
By moving in this detection road, LwL provides a weighting 

factor based online creation for each point. It is widely 

applied to dataset prediction with shortest line creation 

according to dependent points (such as a diabetic class type) 

and independent points (such as 11 dataset attributes). In this 

paper, the proposed methods of a diabetic dataset are 

complex because they deal with multiple dependent and 

independent variables, as in the equation below. 

 D = K+SA+E  (1) 

Where D is the dependent diabetic class, A = independent 

diabetic attributes, K is the intersection Point, S is the line's 
loss, and E is LwL error process. Fig. 2. shows HbA1c with 

line determination according to independent diabetic 

attributes for some parameters. As mentioned previously, 

mining techniques have plenty of application fields related 

to regression problems, such as in programming solvers, 

performances of educational studying as in a school or 

university, intruder detection of deferent types network and 

calibration models, or even some activities like seismic as 

explant in details in [20] and [21]. Most cooperative fields 

can use lazy classification, especially with a moderate 

volume of data, such as disease prediction. 

  

 
Fig. 2  HbA1c with line determination. 

D. Naïve Bayes Updatable 

Simple Version of probabilistic methods, while 

independent attributes are related to multiple class types. 

The updatable Version of Naïve Bayes is mainly moved in 

the right path if multiple wends (attributes) occur with the 

same type of diabetic classes. Multiple probability values 

omitted the one occurrence of a single attribute related to 

one class. In (Table II), shows the SVM probabilistic of 

three types of diabetic classes equal to one (class 0 = 0.1, 
class 1 = 0.05, class 2 = 0.84) and the mean of each attribute 

related to each class. In [22], authors view a prediction for 

breast for the non-cancer dataset by trying to predict the 

cancer activities using a hybrid type of Naïve Bayes were 

also presented for academic performances based on parson's 

activities and their features as well as in [23]. Authors 

viewed a study to reduce the late detection of cancer 

disorders by using a modified Naïve Bayes and compared it 

with artificial intelligence [24]. A new paper was also 

recently presented for the workers in Japan to investigate the 

people next to COVID-19 patients as in [24].   

E. Support Vector Machine  

Detection of the outlier's points belonging to a dataset 

with a regression process is the primary step of SVM. It is 

considered with different techniques of big datasets, 

especially when the number of attributes is more significant 

than the number of patients. It is also a subset-creating 

machine that creates multiple vectors in the dataset. 

Treatment of an early disorder prediction provides better 

chances for patients to get well and reduce any vital 
symptoms. Cancer is one of these disorders with either low 

or high value for the same feature. This makes the maker 

dataset more complicated and needs a detecting system to 

record the critical pattern between patients' datasets, as in 

[25] and [26]. A hybrid technique has been utilized by 

authors in [27] by combining ML and DL for diabetic image 

classification. Several types of SVM were considered the 

main approach for detecting many types of disease, such as 

heart disease with a diabetic disease, as an automated system, 

as explained in [28]. The authors in [29] presented a 

modified version of SVM called Mayfly-SVM, which 

depends on Mayfly optimization to be applied to the feature 
selection. It showed promising results with about 94.5% by 

applying it to PID dataset. Data types, size, and the ratio 

between training and testing parts make M a preference in a 
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never disease prediction system sash in COVID-19. Crises 

could be prevented with an early prediction system for such 

a disease, especially when contact between samples or 

between samples and therapists leads to vital spread. Table 

III shows the weight reduction using SVM for the 1st and 

the 10th cross-validation for the applied dataset. In this table, 

weight has been minimized for some attributes like (Age, 

Gender, Urea, and Chol.) after ten full cross-validations. 

Other attributes are not changed with cross-validation 

movement. 

TABLE II 

ATTRIBUTES PROBABILITY RELATED TO EACH CLASS 

Attributes 

Class Types 

Diabetic_01 Diabetic_02 Diabetic_03 

0.1 0.06 0.84 

Gender mean 0.6214 0.3208 0.4194 
AGE mean 44.3757 43.4605 55.4106 
Urea mean 4.6722 4.52 5.2176 
Cr mean 62.84 64.7399 69.8009 
HbA1c mean 4.5487 6.0141 8.8785 
Chol mean 4.2697 4.59 4.9509 

TG mean 1.6769 2.1688 2.4884 
HDL mean 1.2062 1.1293 1.1896 
LDL mean 2.6272 2.5019 2.6126 
VLDL mean 0.9476 0.9822 2.0802 
BMI mean 22.3877 23.9885 30.816 
HDL mean 1.2062 1.1293 1.1896 
LDL mean 2.6272 2.5019 2.6126 
VLDL mean 0.9476 0.9822 2.0802 

BMI mean 22.3877 23.9885 30.816 

TABLE III 

WEIGHT MINIMIZATION AFTER 10 CROSS-VALIDATION 

Features 
Weight for the 1 Cross 

Validation 

Weight for the 10 

Cross Validation 

Gender 0.2445 0.056 
AGE 0.2974 0.2537 

Urea 0.311 0.2652 
Chol 0.585 0.5467 

F. Features Selection Techniques 

The large set of factors is not generally useful for machine 

learning due to some outlier's points with some attributes 

that will impact the prediction accuracy. A well-feature 

selection will reduce memory occupation and time spent by 

ML technique. Also, these features are unrelated to some of 

them, with a need for redundancies to maximize prediction 

accuracy. Multiple types of selection features are applied 

and embedded with the ML system design to gain higher 

precision and are compared to other methods, as in [30], [31], 

and [32]. Applying multiple types of feature selection in this 

paper for a diabetic dataset that is used for this prediction is 

shown better in the table below, which shows the main 
features that should be kept for the prediction system. A 

study has been presented to compare applying three types of 

these methods to define the most affected features on DDoS 

detection [33]. In the same field, three MLs have been 

utilized to be combined with feature selection as explained 

in [34]; authors compared their studies with past works to 

demonstrate the benefits of feature minimization for the 

different applied datasets related to DDoS. For the first time, 

researchers may select Age or Gender as a secondary 

affection feature's and might be omitted from the system . 

While (Table IV) shows that some of the viewed features 

have the majority affection on prediction accuracy and 

should not be canceled, or at least it must be kept for the 

system.  

TABLE IV  

AFFECTED FEATURES ON PREDICTION ACCURACY 

Attributes 

Feature Selection Method ID 
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1 Gender H L H H L L 

2 Age L H H H H H 

3 Urea L H L L L L 

4 Cr L L L L L L 

5 HbA1C H H H H H H 

6 Chol L L L L H L 

7 TG H L H H H H 

8 HDL L L L L L L 

9 LOL L L L L L L 

10 VLDL L L L L L H 

11 BMI H H H H H H 

 

However, the other irrelevant attributes will be 

highlighted to be tested before neglecting the process and 

according to the selection techniques . At the same time, 

attribute selectors should be agreed upon and matched to be 

similar feature determination. It means that when two or 

more techniques are demonstrated, the attribute names 

should be similar to other techniques even if one or two 

attributes are different from other techniques, as suggested in 

[35], [36], [37], [38], and [39]. Diabetic disease needs a 
unique study to improve the availability of investigation or 

reduce the variance and spread of this vital disease. Studies 

are becoming more sensitive to such an issue due to its 

causes and symptoms, as discussed and explained in [40] 

and [41]. 

G. Dataset  

The diabetic dataset is available but needs an accurate 

prediction system that analyzes data and studies its attributes 

well to fit and match the required applied ML. The dataset is 
downloaded from [42] for 1000 samples with 11 attributes 

and three different cases (Diabetic, Non-Diabetic, and 

Predicted). Which was collected from Kidney Teaching 

Hospital by anthers and available for research on the site. 

(Table V) shows the data description with attribute names.  

TABLE V 

DATA DESCRIPTION WITH ATTRIBUTE NAMES 

Item Name Min Max Mean Std. Dev. 

Gender / / 0.435 0.496 
Age 20 79 53.5 8.7 
Urea 0.5 38.9 5.125 2.935 
Creatine Ratio 6 800 68.94 59.985 
Sugar Level in 
Blood HbA1C 

0.9 16 8.281 2.534 

Cholesterol 
Chol 

0 10.3 4.86 1.302 

Triglycerides 
TG 

0.3 13.8 2.35 1.401 

HDL 
Cholesterol 

0.2 9.9 1.205 0.66 

Total LDL 0.3 9.9 2.61 1.115 
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Item Name Min Max Mean Std. Dev. 

Total VLDL 0.1 35 1.855 3.664 
Body Mass 
Index BMI 

19 47.75 29.578 4.962 

Classes / / / / 

 

Data has been transformed from strings to numbers like (o 

for male, I for female) as well as class names (Diabetic-0 for 

no diabetic sample , Diabetic-1 for diabetic sample, Diabetic-

2 for predated samples) to be suitable for processing with 

ML techniques . In Fig. 3, two parameters are related to three 

selected classes. 

 

 
Fig. 3  Two parameters (LDL + Age) relation. 

III. RESULTS AND DISCUSSION 

In machine learning, dealing with modern datasets related 

to recent diseases needs more data to observe the 

requirement. A more extensive dataset provides a better 

division sample to train and test simultaneously. Also, data 

can be divided into multiple subsets to work with and extract 

enough information to design a prediction system. The 

training dataset should not be small compared to the overall 

use dataset. Otherwise, the prediction system will suffer 

from predicted unsimilarity classes and lead to unsteady 
techniques. At the same time, healthy samples supply a huge 

capacity for sample evaluation with a better prediction 

compared to the deflected samples. Dataset types, sizes, 

dividing data ratio into trains and testing parts, missing data, 

and the number of healthy or affected samples have been 

considered in this paper before selecting any machine 

learning method.  

In addition, selecting the most affected features also 

impacted these techniques, which can provide a robust 

model or not. SVM was applied to a diabetic dataset with 

weight minimization to obtain the optimal searching plane to 

cover all the required available and incoming data. In SVM, 
(Gender, Age, Urea, and Chol.) has been weight 

minimization after 10-cross validation, leading to some good 

perdition performances. While other features have 

unchanged weights with crass validation changed. The 

number of dataset features is not beneficial for prediction 

accuracy, so ML needs a relevant dataset with its attributes.  

For this reason, features are also studied and selected in 

this paper to gain memory and time reduction. In addition, 

features omitted should be analyzed before applying them 

with ML because some features have the majority of 

influence on model prediction and should not be canceled. 

Feature selection methods showed that (Gender, Age, 

HbA1C, TG, and BMI) are the most affected features and 

should not omitted from the design. At the same time, it did 

not mean that other attributes could be canceled before 

testing prediction without accuracy. The outcome was 

calculated before and after feature selection. Random forest 

provided the best results for both (without and with feature 

sedation), but the differences were close to about 98.6% and 

98.8%, respectively. Random forest has a robust system due 

to (well processing with static and continual variables, 
missing values covariance, no affection of non-linear 

parameters on RF performances, outlier points detection, and 

RF has a low affection with incoming data or the noisy data. 

Still, the mathematical operations done by RF have sub-trees 

trees reaching 100 in some applications, leading to a higher 

training data period. The Hoeffding tree also obtained a high 

accuracy before and after risk factor specification, with 94.2% 

and 94.5%, respectively.  

However, it is still less than the RFT technique due to 

boundary conditions related to DT. HT was useful for 

storing memory space while working on streaming or 
incoming datasets step by step. The reusing mechanism was 

replaced with attributes gain preferring of the incoming data. 

The best attribute based on gain evaluation will be evaluated 

at each step, reducing accuracy compared to a random forest 

tree. However, even when an approximate change happened 

when feature minimization was accorded, it still affected the 

accuracy as in LwL. It provided accuracy with 89.3% and 

90.96% for without/with features selection. As mentioned, 

LWL deals with a linear and non-linear relation between 

dependent and independent features by smoothing weights. 

LwL accuracy was low compared to RFT and HT for many 
reasons: At each step, all data required for LwL weight 

evaluation and cast and memory size are higher than 

previously applied techniques.  

Otherwise, LwL still provided better results with well-

impact feature extraction. In Naive Bayes updatable 

techniques was close to HT accuracy due to multiple 

classification of problems. It requires a lower training data 

size than other techniques and may save time and memory. 

NBU had a 94.4% and 94.9% for not/with applying feature 

selections due to using a probability mechanism to reduce 

the final classpath.  

In this paper, the probability of each related attribute with 
the related or non-related classes was calculated, studied, 

and explained in the methodology section. NBU, considers 

an issue related to dissimilar prediction attributes that will be 

set to zero. For that reason, some smoothing or getting the 

closest point mechanism must be applied to omit this 

problem. SVM also showed a good result near LwL but still 

after the RFT with 91.5% and 91.4% for both (non/using the 

feature selection technique). SVM operates very sufficiently 

with a well class's type separation, and needs more training 

data. It is also related to the relation between attributes and 

samples number, noisy data is impact on SVM accuracy, all 
of the previous reasons are considered as negative points 

lead to minimize SVM performance. (Table VI) shows the 

comparison between all 5 applied techniques before and 

after feature selection applied. 
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TABLE VI 

COMPARISON BETWEEN APPLIED TECHNIQUES BEFORE/AFTER FEATURE 

SELECTION. 
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RFT 986 988 14 12 0.0219 0.0202 

HT 942 945 58 55 0.0459 0.0403 

LWL 893 909 107 91 0.0904 0.0822 

NB 944 949 56 51 0.0458 0.0415 

SVM 915 914 85 86 0.2516 0.2522 
*Where RFT is Random Forest tree, HT is Hoeffding Tree, LWLW is 

Locally Weighted Regression, NBU is Naïve Bayes Updatable and SVM is 

Support Vector Machine. 

 

Also, the confusion matrix was calculated for all 5 applied 

techniques, as shown in (Table VII) which determined the 

false prediction samples and their positions related to each 

class (noted in red color).  

TABLE VII 

THE FPT AND ITS POSITIONS RELATED TO CLASS (IN RED COLOR). 
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RFT 

98 0 5 99 0 4 

0 51 2 0 50 3 

7 0 837 4 1 839 

HT 

49 1 8 92 1 10 

1 48 4 3 43 7 

38 6 800 33 1 810 

LwL 

103 0 0 103 0 0 

51 0 2 52 0 1 

54 0 790 38 0 806 

NBU 

94 1 8 95 0 8 

0 49 4 3 44 6 

37 6 801 33 1 810 

SVM 

92 0 11 93 0 10 

18 0 35 18 0 35 

12 0 823 23 0 821 

 

In Fig. 4. the true/false predicated samples with the 

prediction method performances have been calculated and 

presented. In this figure, RFT and SVM are explained well 

by showing their performances with and without feature 

minimization to demonstrate that minimization of data and 

risk factors specification shows a promising result. Which 
assist healthcare and specialist to provide a minimum dataset 

with better results as well to minimize cost and prevent 

patients from disease affection. 

 
(a) Support Vector Machine (SVM) performances. 

 
(b) Random Forest Tree (RFT) performances. 

Fig. 4  Prediction method performances. 1: Accuracy, 2: FPT, 3: Precision, 

4: Recall, 5: Precision of converge and 6: PRC area. 

IV. CONCLUSION 

It should involve several working and repeating processes 

to obtain high performance in any disease prediction and 

make a significant decision. In addition, these processes 

require multiple and different features with model- or 

algorithm-specific selection to make a compatible work step 

leading to a successful system. The knowledge of any 

feature selection process plus the representativeness of the 

dataset are considered important points of a model to hit the 

objective of dealing with features. Model complexity and the 

problem environment make choices to select which size of 
the dataset is more adequate and provides more effectiveness 

for the utilizing methods. Minimizing features of the 

selected Diabetic dataset provides an easy way to deal with 

and manage the dataset. In addition, complex techniques 

have faster training steps and are less effective in overfitting 

issues if compared to larger datasets. Also, collecting od 

dataset will be easier and make patients less exposed to 

dangerous or even vital circumstances.  

Machine Learning techniques need an adequate sample to 

avoid false ratings on both sides (positive or negative). At 

the same time, features are essential to identify in such types 

of diseases to be selected carefully and reduce patients 
moving or even reduce the effect of getting more difficult 

issues due to a diabetic person's weak immunity system. 

Some of the features such as Gender and Age, in addition to 

some test results such as HbA1C and IG were shown to have 

a higher impact on the overall prediction system. After 

studying several ML types and with feature selection, RFT 

showed the best results for both studies with a high 

prediction of about 98% and a va very low difference. This 

was due to RFT ability to cover missing values and 

dependent on the the nonlinearity characteristics of the the 

utilized dataset. HT also provided a high accuracy for both 
studies, with about 94% and low differences of about 0.3%. 

The independent and dependent relation privilege of LwL, 

provided a high accuracy as well but still not similar to RFT 

due to the evaluation of the overall dataset again at each step 

of prediction levels. RFT has a learning type with building a 

several DT and then combining their decisions with diversity 

between the created trees.  
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Focusing on the most compelling features, such as Gender, 

Age, and HbA1C enhances RFT diversity and prohibits any 

strong feature from dominating the overall process unless all 

features are tested. Also, as shown in figure 3, RFT can 

capture any relationship between features, even if it has a 

complex version, such as between LDL plus Age. The 

relations between the most effective features and other 

features must be specified well so neglecting any other 

features may not affect the overall process. RFT shows a 

perfect handling of some features outlier values such as 
Creatine, Urea and HDL shown in Table V is due to its 

robustness in dealing with outlier's values. Table VI and 

Table VII showed the results related to feature affection on 

ML in correctly classified samples and class types. As 

conclusion, the size of dataset and making choices need to 

specify the problem objectives to provide a balance among 

the model, the quality of the selected dataset, and its size. 
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