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Abstract— Soybean is the primary source of vegetable protein nutrition, containing fat and vitamins that Indonesian people widely 

consume. The decline in soybean production in Indonesia every year is due to the reduced area of soybean cultivation, thereby increasing 

dependence on imports from other countries. Land suitability maps can provide directions for priority locations for soybean cultivation 

based on land characteristics and weather to produce optimal production. The SVM multi-class algorithm has been applied to classify 

land suitability data to create a land suitability map but has yet to obtain optimal accuracy, especially for sigmoid kernels. The objective 

of this study is to enhance the performance of the sigmoid kernel SVM by utilizing the firefly algorithm. The study focuses on evaluating 

the suitability of soybean cultivation in Bogor and Grobogan Regencies. The results of the tests indicate that the firefly algorithm-

optimized SVM (FA-SVM) significantly improves accuracy compared to the SVM without optimization. The accuracy achieved by FA-

SVM is 89.95%, while the SVM without optimization only achieves an accuracy of 65.99%. The best parameters produced by the firefly 

algorithm are C=2.33 and σ=0.45 obtained from firefly customization, and the number of generations is 10. Based on this, the 

optimization algorithm can be used to produce an optimal model. The best optimal model obtained can be used as a guide for priority 

locations/areas for soybean cultivation by farming communities, so as to produce maximum soybean productivity. 
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I. INTRODUCTION

Soybean, a legume plant, plays a vital role as a key 
ingredient in various processed foods including milk, soy 

sauce, tofu, and tempeh [1]. The shape of a soybean is similar 

to that of a pea, and a single plant can yield anywhere from 

100 to 250 peas. In Indonesia, soybean serves as a primary 

source of vegetable protein, providing essential nutrition [2]. 

Moreover, soybean contains fats and vitamins that are 

beneficial for the body's well-being [3], [4]. Many processed 

food items and beverages extensively utilize soybeans as their 

primary component, such as tofu, tempeh, soy flour, soy milk, 

snacks, and soybean oil. Soybean oil is further processed to 

manufacture a range of products including soaps, plastics, 
inks, resins, solvents, crayons, and cosmetics [5]. 

The people of Indonesia heavily rely on soybeans for 

various purposes, highlighting the importance of ensuring an 

adequate supply of this crop. However, there is a concerning 

trend as the Ministry of Agriculture predicts a continued 

decline in soybean production in Indonesia until 2024 [6]. 

According to the projections for 2021, the anticipated 

domestic soybean production is 613.3 thousand tons, 

reflecting a decrease of 3.01% compared to the production of 

632.3 thousand tons in 2020. Furthermore, there is a 
projection that forecasts a decrease of 3.05% in soybean 

production in Indonesia for the year 2022, with a total output 

estimated to be 594.6 thousand tons. The following year, a 

further decrease of 3.09% is predicted, resulting in a soybean 

production of 576.3 thousand tons. The Ministry of 

Agriculture attributes this decline to intense competition for 

land utilization with other strategic commodities like corn and 

chili, leading to a yearly reduction in harvested area of 

approximately 5%. To address this issue, one potential 

solution is the creation of a soybean land suitability map, 

which would offer guidance on optimizing land usage based 

on soybean planting conditions [7]–[9]. 
Land suitability maps can be generated through the 

assessment of the current suitability of land. This evaluation 
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involves assessing the capacity of land resources based on the 

suitability of a specific agricultural commodity [10]. The aim 

of land suitability evaluation is to develop a predictive model 

that can be applied to other regions using land and weather 

characteristics to generate new land suitability maps [11]. The 

conventional approach for assessing land suitability typically 

involves comparing land and weather characteristics with the 

land suitability classes defined by the Food and Agriculture 

Organization (FAO) standards. These classes consist of S1 

(very suitable), S2 (moderately suitable), S3 (marginally 
suitable), and N (not suitable) [12], [13]. 

This study builds upon previous research that focused on 

utilizing the Support Vector Machine (SVM) Multi-Class 

classification approach to assess the suitability of soybean 

cultivation in Bogor and Grobogan Regencies [14]. That 

research resulted in six different model variations based on 

the combination of kernels and the number of fold cross-

validation (CV). The highest accuracy reached 96.91%, built 

using the RBF kernel, while the lowest accuracy was 65.99%, 

made using the sigmoid kernel. The significant difference 

between the results of the two kernels is a problem that needs 
to be resolved. One solution that can be proposed is the 

implementation of an optimization algorithm on the sigmoid 

kernel to find out whether the optimization algorithm has an 

impact and can improve its accuracy. The algorithm that can 

be used for SVM optimization is Firefly which, based on 

previous research, has a significant effect compared to other 

optimization algorithms [15], [16]. 

This study aims to optimize the results of the SVM Multi-

Class model based on the sigmoid kernel in evaluating 

soybean land suitability using the firefly algorithm. The 

firefly algorithm parameters will also be analyzed to obtain 
the best accuracy. The optimization of the model is 

anticipated to yield highly accurate outcomes, ultimately 

contributing to the creation of an improved soybean land 

suitability map. 

II. MATERIAL AND METHOD 

The research study focuses on two regencies, namely 

Bogor (West Java Province) and Grobogan (Central Java 

Province), with respective land areas of 299,070 hectares (ha) 
[17] and 202,867 ha [18]. Bogor Regency was selected based 

on a previous study on soybean land adaptability, which 

achieved a sufficiently accurate model [7], indicating its 

potential as a reference for optimal soybean land adaptation. 

With a percentage of 43.08% [19], Grobogan Regency plays 

a crucial role in soybean production within Central Java 

Province and is expected to serve as a benchmark for 

establishing the best land suitability standards in other regions. 

The data from these two regencies were combined to create a 

more extensive and comprehensive dataset. The study utilized 

two types of data: the explanatory and the target class. The 
explanatory consisted of nine factors, including two 

meteorological variables from BMKG and seven land 

characteristics from BBSDLP. The target class, representing 

soybean land suitability, was based on the BBSDLP mapping 

from previous studies. Each attribute used in the study is 

described in Table 1. 

 

 

TABLE I 

RESEARCH DATA 

Attribute Description Format Source 

Drainage* The categorization 
of how water 
impacts the level of 
soil aeration in 
different areas. 

Vector BBSDLP 

Land slope 

(%) 

The incline 

percentage of the 
terrain. 

Vector BBSDLP 

Soil pH (°) The nutritional 
content of the soil. 

Vector BBSDLP 

Soil texture* The categorization 
of terms regarding 
the dispersion of 
small soil particles 

measuring 2 mm in 
size. 

Vector BBSDLP 

Cation 
exchange 
capacity 
(cmol) 

The numerical 
value representing 
the ability of the 
clay fraction to 
exchange cations. 

Vector BBSDLP 

Base 
saturation (%) 

The number of 
bases (NH4OAc) 

present in 100g of 
soil sample 

Vector BBSDLP 

Depth of soil 
mineral (cm) 

The depth 
measurement of 
minerals within the 
soil layer. 

Vector BBSDLP 

Rainfall (mm) The cumulative 
amount of rainfall 

during a month 
(October 2019) 

Spreadsheet BMKG 

Temperature 
(°C) 

The mean 
temperature value 
during a month 
(October 2019) 

Spreadsheet BMKG 

Soybean land 
suitability 

The soybean land 
suitability class: S1, 

S2, S3, and N 

Vector BBSDLP 

*Attributes have no quantitative value 
 

This work involved three main phases: data preprocessing, 

optimization of the SVM model using the Firefly algorithm, 

and visualization of the soybean land suitability map. The 

process flow of these steps is illustrated in Figure 1. 

 

 
Fig. 1  Steps of the study 

 

The following provides a thorough overview of the 

research steps based on Fig. 1. 

A. Data Preprocessing 

This research is a development of previous research, where 

the dataset used is the same. In previous research, three stages 

of data preprocessing have been carried out, which aim to 
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produce the final dataset, namely non-spatial data in 

spreadsheet format. As it is known, the initial dataset contains 

several spatial attributes in vector format, especially land 

characteristics. Based on this, it is necessary to preprocess the 

data to produce datasets in a format suitable [20] for modeling 

using FA-SVM, namely a non-spatial dataset. 

In the initial step of data preprocessing, the integration of 

spatial and non-spatial data from the Grobogan Regency 

BBSDLP was performed. This dataset included various 

variables such as drainage, relief, base saturation, cation 
exchange capacity, soil texture, soil pH, depth, and soil 

minerals. The data was available in two formats: spatial 

objects in vector format and non-spatial attributes in 

spreadsheet format. To combine these datasets, they were 

merged based on the soil map unit (SPT), which served as a 

unique identifier linking a data line to a spatial object. In this 

study, each SPT could represent one or multiple spatial 

objects in polygon form. The merging process was executed 

using PostgreSQL Database Management System (DBMS) 

version 13.1. Consequently, seven layers of land 

characteristics were created, each attached to its respective 
spatial object as non-spatial properties. 

The second stage of data preprocessing involved 

interpolating weather data to generate rainfall and 

temperature layers. Interpolation was necessary, and Ordinary 

Cokriging (OCK) was chosen for its higher accuracy 

compared to other techniques such as Ordinary Kriging (OK) 

and Kriging with External Drift (KED) [21]. For rainfall data 

interpolation, the primary variable utilized was the total 

precipitation amount for a specific month, while the elevation 

value served as the supporting variable. In the case of 

temperature data interpolation, the primary variable was the 
average monthly temperature, with the elevation value as the 

supporting variable. The resulting temperature and rainfall 

layers were in raster format, comprising pixel points 

representing the distribution values based on the closest 

meteorological station. The "Add Surface Information" tool 

in the ArcMap software was then employed to assign these 

points to their respective polygons based on the average 

values. This insertion process resulted in each polygon having 

ten non-spatial attributes, including a target class, nine 

explanatory factors, and one additional attribute. 

The last stage of data preprocessing involved the 

transformation of spatial data represented by polygons, which 
were of vector type. In this study, each data row was divided 

based on polygons, resulting in non-spatial variables that 

included nine explanatory factors and a target class. For 

instance, if a regency had ten polygons, it would produce a 

non-spatial dataset consisting of ten rows of data. The 

utilization of polygons to separate the data was crucial 

because it allowed for the consideration of potential variations 

in rainfall and temperature values within each polygon, even 

when the same soil map unit (SPT) was used. 

B. Firefly Algorithm for SVM 

SVM (Support Vector Machine) is widely acknowledged 

as a highly effective supervised machine learning algorithm 

[22]. Initially, SVM was primarily designed to handle binary 

classification tasks [23]. However, in this study, there were 

four land suitability classes, namely S1, S2, S3, and N. To 

accommodate multi-class scenarios where k>2, SVM can be 

modified using either the One Against One or One Against 

Rest method [24]. 

Both the One Against One and One Against Rest methods 

have their own strengths and weaknesses, but the One Against 

One approach is considered superior due to its computational 

efficiency and lower complexity [25]. Previous studies have 

also compared these two methods in sentiment analysis tasks, 

and they have reported similar or identical accuracies [26]. In 

this study, the One Against One method was specifically 

employed using the e1071 library in the R programming 

version 4.0.3. This approach entails identifying ��� − 1� 2⁄  

separator functions, where each function is trained using data 

from two classes. The training data is denoted as �	 , �	, where 

� varies from 1 to , with  representing the total number of 

data points. The available data is denoted as �����⃗ ∈ ��, where 

{�	 = �	�, �	�, �	�, … , �	�}�  represents the attributes or 

features of the �-th training data. The labels or classes are 

represented as �	 ∈ {−1, +1}, where � spans from 1 to . It is 

assumed that these two classes, −1 and +1, can be effectively 

separated by a � -dimensional hyperplane using the kernel 

trick concept in a higher-dimensional space. This research 

builds upon previous studies that obtained low accuracy when 

using sigmoid kernel parameters in SVM classification for 

soybean land suitability analysis. 

In previous research [14], the sigmoid kernel was applied 

to SVM without adjusting parameters, which means using 

standard settings. This allows the parameter settings used to 

be less than optimal in the sigmoid kernel, which causes the 

accuracy obtained to be low. This is supported by research, 

which states that determining the parameters � and   has an 

influence, where if the values of these two parameters are by 

the kernel characteristics, optimal results will be obtained and 

the opposite [15]. To address this issue, the firefly algorithm 

is implemented for SVM optimization, commonly referred to 

as FA-SVM, to improve the accuracy of the results. 

The FA-SVM classification process commences by 

initializing crucial parameters required for the search process 

through the use of the firefly algorithm [16]. These parameters 

include the firefly numbers, the generation numbers, the 

initial attractiveness coefficient �!"� , the light absorption 

coefficient �#� , and the random parameter coefficient �$� . 

Once the parameters have been initialized, the firefly 

algorithm is employed to optimize the values of � and  . The 

optimization process involves the following steps [27]: 

1. Set objective function %��� 

2. Set firefly population �� = 1,2, … &� 

3. Set light absorption coefficient #. 

4. Count distance between two fireflies, � and ', located at 

coordinates �	  and �(  in Cartesian space using the 

following formula: 

 )	( = *+	 − +(* = ,∑ .+	,/ − +(,/0��/1�  (1) 

If the equation involves two dimensions �� = 2� , the 

aforementioned equation can be expressed as [28]: 

 )	( = ,.+	 − +(0� + .	 − (0�
 (2) 

1. Calculate the attraction of a firefly, which is inversely 

related to the brightness of the light it can perceive. The 
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attractiveness can be calculated using the following 

formula: 

 !�)� = !"23456
 (3) 

where, !�)� represents the attractiveness of fireflies at 

a distance r, !" denotes the attractiveness at a distance 

of 0, #  is the coefficient of light absorption, and ) 

indicates the distance between the source fireflies and 

the target fireflies. 

2. Calculate the movement of fireflies that are attracted to 

fireflies ', which are brighter or more appealing, using 

the following formula: 

 +	 = +	 + !"2345786 .+( − +	0 + $ 9):� − �
�; (4) 

Basically, the parameter values employed are and $ ∈
<0,1> . The randomization procedure can be 

implemented by utilizing a suitable distribution, such as 

a normal distribution like &�0,1� , or any other 

appropriate distribution. 

Once the values of � and   are obtained from each firefly, 

they are employed to train the data using the SVM method. 

Subsequently, the accuracy of each � and   produced by the 
fireflies is computed. The accuracy results are then ranked to 

identify the most optimal values for the parameters � and  . 

These optimized values are utilized to construct the SVM 

classifier model. Finally, the accuracy of the model is 

evaluated by testing it on a separate dataset to assess its 

performance in predicting the outcomes of the test data. This 

study will optimize the sigmoid kernel using the FA-SVM 

classification. This is based on the low accuracy produced in 

previous research, so it is necessary to do optimization to 

increase accuracy and create an optimal model. The sigmoid 

kernel function formulated as follows: 

 ?.�	 , �(0 = tanh . .�	 , �(0 + E0 (5) 

To evaluate and enhance the performance of the model, the 

accuracy metric is employed to assess the model's 

effectiveness in predicting the data accurately when compared 

to the actual data. Higher accuracy values indicate lower 
prediction errors in the test data, indicating improved model 

performance. In this study, the approach of k-fold cross-

validation is employed. This approach entails randomly 

partitioning the sample set into k subsets, which is repeated k 

times. In each iteration, one subset is used for testing, while 

the remaining subsets are utilized for training [29], [30]. The 

accuracy of the classification model is determined by 

comparing the test data with the model's predictions, using 

Equation 6 as specified in reference [31].  

 FEEG):E��%� =  ∑ �IJK �LKL 	J MN55IMKOP MOLJJ	Q	I�
∑ �IJK �LKL × 100 (6) 

C. Visualization 

The soybean land suitability map for the Bogor and 

Grobogan regencies will be generated based on the prediction 

results of the best-performing model in this research study. 
The ArcMap application is employed to create a spatial map, 

which plays a crucial role in the visualization [32]. 

III. RESULT AND DISCUSSION 

After the completion of the data preprocessing stage, a 

dataset comprising a total of 388 data points was obtained. 

The dataset utilized in this research comprises 238 rows from 

Bogor Regency and 150 rows from Grobogan Regency. The 

combined dataset encompasses ten characteristics, consisting 

of nine explanatory factors and one target class. 

A. FA-SVM classifier for Soybean Land Suitability 

The FA-SVM modeling process commences by initializing 

the necessary parameters for the process using firefly 
optimization. These parameters include the population size of 

fireflies, the number of generations, the initial attractiveness, 

the light absorption, and the random parameter. The next step 

involves optimizing the �  and   parameters obtained from 

each firefly. The accuracy of each � and   value generated by 

the fireflies is then calculated and ranked to determine the 

optimal parameter values. These optimized values are utilized 

to construct the SVM classifier model. In order to evaluate the 

performance of the model, a K-Fold cross-validation 

technique is utilized. Ten folds are used in this study, as 
previous research has shown that it leads to higher accuracy 

compared to using five folds. The FA-SVM modeling is 

implemented using the R programming version 4.0.3 and the 

e1071 library. Furthermore, the models are created by 

adjusting the firefly and generation numbers in order to 

optimize the accuracy achieved. 

B. Model Evaluation 

The performance evaluation of the FA-SVM method with 
a sigmoid kernel was conducted using 10-fold cross-

validation, ensuring equal-sized and randomly partitioned 

data subsets. Each fold involved dividing the data into ten 

subsets, with each subset having the same size but containing 

different data instances. For instance, in a dataset of 388 data 

points, one-fold would consist of 39 instances as the testing 

data and 349 instances as the training data. This process was 

repeated ten folds, resulting in different distributions of data. 

Prior to evaluating the model, the Firefly method was 

employed to search for the optimal SVM parameters. The 

sought SVM parameters fall within the range of �=1.0-3.0, 

 =0.1-1.0, as indicated by previous research as the optimal 

range for SVM parameters. Table 2 provides a comparison of 

accuracy based on different customization options for the 

number of fireflies, while Table 3 presents a comparison of 

accuracy based on various customization options for the 

number of generations. 

TABLE II 

SVM-FA MODEL EVALUATION BASED ON NUMBER OF FIREFLY 

Number 

of Firefly 

Number of 

Generation 
S T Accuracy (%) 

10 10 2.33 0.45 89.95 
20 10 2.25 0.46 89.69 
30 10 2.13 0.50 89.95 

TABLE III 

SVM-FA MODEL EVALUATION BASED ON NUMBER OF GENERATION 

Number 

of Firefly 

Number of 

Generation 
S T Accuracy (%) 

10 10 2.33 0.45 89.95 
10 20 2.28 0.46 89.95 
10 30 2.20 0.47 89.95 

 

Table 2 presents the results showing that the models 

customized with 10 and 30 fireflies achieved the highest 

595



levels of accuracy. Interestingly, the model with 20 fireflies 

also yields comparable accuracy, differing by only 0.26%. 

The difference in the number of fireflies does not affect the 

resulting accuracy. This is also in line with the results of the 

comparison of accuracy based on the number of generations 

in Table 3, where the difference in the number of generations 

of the model still produces the same accuracy, namely 89.95%. 

Unlike the case with accuracy, the � and   values generated 

in each model are different but not significant. Based on the 
test results, it can be said that the customization of the number 

of fireflies and generation will only slightly affect the value 

of � and   but produces almost the same accuracy. Following 

previous research [14], applying the firefly algorithm for 

sigmoid kernel optimization in the SVM classification 

obtained positive results, which increased accuracy from 

initially only 65.99% to 89.95%. It can be concluded that 

setting the parameters �  and   in the SVM classification 

greatly affects the accuracy results obtained, where the firefly 

algorithm can provide the correct values to produce optimal 
accuracy. 

This increase in accuracy proves that sigmoid kernel 

optimization in SVM can be carried out effectively by the 

firefly algorithm. The firefly algorithm influences specific 

parameter settings to produce the most optimal combination. 

This means that the sigmoid kernel in SVM will work better 

when it gets the proper parameter settings or combinations. 

Based on this explanation, this research successfully corrected 

the weaknesses in the previous study [14] to produce much 

better accuracy through kernel parameter optimization by the 

firefly algorithm. 

C. Soybean Land Suitability Maps 

Moreover, the optimal model outcomes were visually 

represented as land suitability maps for Bogor Regency and 

Grobogan Regency. Fig. 2 illustrates the predicted land 

suitability mapping results for soybeans, allowing for a 

comparison with the actual data version provided by BBSDLP. 

 

 
Fig. 2  Maps of Soybean Land Suitability of (a) BBSDLP and (b) Sigmoid in 

Bogor, (c) BBSDLP and (d) Sigmoid in Grobogan 

 

Fig. 2 demonstrates a noticeable inconsistency in the 
soybean land suitability maps. Specifically, the model version 

of the map for Bogor Regency (Fig. 2(b)) lacks the S1 class, 

which is present in the BBSDLP version (Fig. 2(a)). This 

discrepancy is evident from the red polygon boundary, which 

is derived from a different model than the actual data version. 

The lack of the S1 class in the model's results can be attributed 

to the limitations of the model. However, in the case of 

Grobogan Regency, both the model version (Fig. 2(c)) and the 

BBSDLP version (Fig. 2(d)) of the land suitability map 

demonstrate coherence and consistency. This indicates that 

the model can effectively predict soybean land suitability in 
Grobogan Regency. The PostgreSQL, particularly the ST 

Area function, was employed to compute the area of each land 

suitability class, offering valuable information on the 

suitability of land for soybean cultivation. Table 3 presents 

the directions for soybean land use in both Bogor and 

Grobogan regencies, based on the information obtained from 

both the BBSDLP version and the model. 

TABLE IV 

SOYBEAN LAND SUITABILITY AREA 

Land 

suitability 

class 

Area Total (ha) 

Bogor Grobogan 

BBSDLP Sigmoid 

Model  

BBSDLP Sigmoid 

Model  

S1 881.48 - - - 
S2 53,069.2 52,290 10,697.27 10,697.27 
S3 150,165.2 158,863.5 180,365.14 180,365.14 
N 93,963.47 86,925.81 15,227.66 15,227.66 
Settlement 
area 

- - 1,033.64 1,033.64 

Water 
body 

943.46 943.46 104.09 104.09 

 

Table 3 presents a comparison between the results of the 

model and the BBSDLP version regarding the classification 

of soybean land suitability. The main focus is on the 
discrepancies observed in Bogor Regency. The model's 

findings reveal several differences, such as the absence of the 

S1 class and modifications in the classification of soybean 

land suitability in other classes. This indicates that the model's 

accuracy of 89.95% suggests that the model may not 

accurately identify all data points. Consequently, the 

dominant soybean land suitability classes in both Bogor and 

Grobogan Regencies are identified as S3, N, and S2. This 

underscores the importance of careful planning for soybean 

production, with particular attention given to areas classified 

as S1, S2, and S3 in Bogor and Grobogan Regencies. 

IV. CONCLUSION 

This study succeeded in optimizing the accuracy of the 

sigmoid kernel in the SVM classification using the firefly 

algorithm, which reached 89.95%. FA-SVM significantly 

improves the performance of the soybean land suitability 

prediction model's performance in the Bogor and Grobogan 

Regencies case studies. The best parameters produced by 

firefly optimization are C=2.33 and σ=0.45 obtained through 
a combination of 10 fireflies and generation. The evaluation 

results show that the difference in the number of fireflies and 

generation (minimum 10) does not significantly affect the 

accuracy obtained but can produce a value C and σ are 

different. The resulting land suitability map can guide related 

parties (farmers, the private sector, and local government) to 
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prioritize soybean cultivation in S1, S2, and S3 class areas to 

increase soybean productivity. As a development, further 

research can further analyze other optimization algorithms to 

produce better accuracy. Furthermore, as part of the 

implementation of the model results, it is possible to develop 

a geographic information system (GIS) specifically designed 

for soybean land suitability. This GIS can be made available 

online, providing a mapping platform that can be accessed by 

the community, thus increasing its usefulness and 

accessibility. 
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