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#### Abstract

Image and video processing have been widely used to provide traffic parameters, which will be used to improve certain areas of traffic operations. This research aims to develop a model for estimating vehicle speed from video streams to support traffic flow analysis (TFA) systems. Subsequently, this paper proposes a vehicle speed estimation model with three main stages of achieving speed estimation: (1) pre-processing, (2) segmentation, and (3) speed detection. The model uses a bilateral filter in the pre-processing strategy to provide free-shadow image quality and sharpen the image. Gaussian filter and active contour are used to detect and track objects of interest in the image. The Pinhole model is used to assess the real distance of the item within the image sequence for speed estimation. Kalman filter and optical flow are used to flatten vehicle speed and acceleration uncertainties. This model is evaluated with a dataset that consists of video recordings of moving vehicles at traffic light junctions on the urban roadway. The average percentage for speed estimation error is $\mathbf{2 0 . 8 6 \%}$. The average percentage for accuracy obtained is $\mathbf{7 9 . 1 4 \%}$, and the overall average precision of 0.08 .
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## I. INTRODUCTION

Nowadays, the increase in population in big cities like Kuala Lumpur causes massive traffic congestion [1]. Intelligent traffic light control systems attempt to improve the traditional traffic light system. These types of systems are experimentally implemented in Malaysia, the UK, Germany, the USA, Australia, and Romania to handle traffic light systems management more efficiently and with less human intervention. With the evolution of technology and urbanization, various traffic parameters can be achieved from various sources of data, including radio detection and ranging (RADAR), radio frequency identification (RFID), microwave sensors, laser imaging detection and ranging (LIDAR), and camera [2].

Camera installation for traffic flow analysis (TFA) systems is now important to extract traffic flow features. Speed estimation is one of the variables that can be utilized to improve traffic light control operation, law enforcement, and
incident management [3], [4], [5]. Several studies have used ready datasets with video revolution up to $1920 \times 1080$. Using datasets makes the job easier because the researchers don't have to film their own traffic flow videos [6].

Sochor et al. [5] produced visual speed measurements from a single monocular camera in free-flow traffic locations. In this study, they used LiDAR and GPS as reference tracks. Luvizon et al. [6] conducted a study on vehicle speed measurement using image processing, and they achieved 0.93 precision after testing for 5 hours with around 8000 vehicles associated. Sina et al. [7] conducted a study on speed estimation using headlight detection. This study managed to produce the closest speed estimation with ground truth for speed estimation. They came to the conclusion that the Pinhole model produces better speed estimation than the Euclidean distance approach.

Geràt et al. [8] proposed a system that can measure vehicle speed in various conditions by considering the influence of weather, illumination, and overlays with other objects. The

Kalman filter and optical flow combination generate good results in high- and low-quality images captured by an industrial camera.

Table I shows some of the reviewed works of video-based speed detection models. Bilateral filter, Gaussian filter, Kalman Filter with optical flow, active contour, and Pinhole model are among the techniques used in these studies to estimate vehicle speed. In order to estimate speed from video recordings, each technique plays a significant role in each processing layer to achieve an accurate estimation of the speed goal.

TABLE I
EXAMPLES OF VIDEO-BASED SPEED DETECTION MODELS


This study intended to provide a vision-based system for road vehicle speed measurement and explore the speed detection domain, pre-processing, segmentation, and speed detection as the main components [5]. Subsequently, this
research proposes a vehicle speed estimation model from a video stream for automatic TFA systems. It utilizes a bilateral filter for image pre-processing and Gaussian blur for segmentation that detects foreground pixels corresponding to moving vehicles. The model processes each pixel of the background with the Gaussian distribution. Vehicles are spotted using active contour during speed detection. A Kalman filter then tracks the vehicles with optical flow, and the speed is measured with a pinhole model. Our suggested model aims to reduce redundancy in vehicle detection and improve the overall performance of vehicle speed estimation. Lastly, evaluate the model's application in terms of speed detection accuracy and precision. A free dataset available from previous research conducted by Luvizon et al. [6] has been utilized. The research results suggest that convenient video-based speed measurement can be found even in critical scenarios.

This paper is organized as follows: Section I gives an overview of the research conducted, while Section II focuses on the implementation of the material and research model. Section III discusses the result, and Section IV wraps up the paper presentation.

## II. Material and Method

This project intends to propose vehicle speed detection based on an artificial vision based on video stream processing. Fig. 1 shows the overview of the research methodology.


Fig. 1 Research methodology

## A. Dataset

The dataset implemented in this study is taken from existing research conducted by Luvizon et al. [6]. This dataset consists of 20 videos captured by a low-cost 5-megapixel CMOS image sensor, with a frame resolution of $1920 \times 1080$ pixels, at 30.15 frames per second. Each video has an associated ground truth (GT), and the dataset consists of moving vehicles collected via camera at a traffic light intersection on an urban roadway. The video was taken for 5 hours. The features available for study purposes include (1) the number of lanes, (2) the timing of the video, (3) the number of valid speed estimations, (4) actual speed, and (5) speed measurement.

## B. Evaluation Criteria

There are a few evaluation criteria for our model performance proposed in this work. They are error (Err), average error (AvE), Accuracy (Acc), and precision (Pre). Error percentage is calculated based on the comparison to the GT value. The calculation result reveals the suggested model's error as in (1).

$$
\begin{equation*}
\operatorname{Err}(\%)=(\mid G T-\text { found } \mid / G T) 100 \tag{1}
\end{equation*}
$$

The average error (AvE) is obtained after calculating the percentage error using (2). This error percentage is used to determine the accuracy of vehicle speed.

$$
\begin{equation*}
\mathrm{AvE}=(\Sigma \text { error }) / n \tag{2}
\end{equation*}
$$

The accuracy (Acc) calculation is shown in (3).

$$
\begin{equation*}
\text { Acc }=100-\text { average error } \tag{3}
\end{equation*}
$$

Subsequently, the precision (Pre) is calculated as in (4).

$$
\begin{equation*}
\text { Pre }=\sqrt{\frac{\sum_{i}^{n}(x i-\dot{\mathrm{x}})^{2}}{n-1}} \tag{4}
\end{equation*}
$$

## C. Method

Three processes are involved in measuring the speed of moving vehicles: (1) pre-processing, (2) segmentation, and (3) speed detection. A bilateral filter is chosen for classification in the pre-processing stage, while Gaussian mixture distribution is selected for segmentation purposes. Active contour is used in detecting the speed, while the Kalman filter and optical flow are used for vehicle tracking. The pinhole model is used to estimate speed. Fig. 2 shows the speed estimation model design proposed in this study.


Fig. 2 The proposed speed estimation model design
The pre-processing stage is used to boost the precision and interpretability of an image, including several techniques like cleaning, integration, transformation, and reduction [9]. There are two steps involved in pre-processing, (1) video preprocessing (2) and image pre-processing. Video preprocessing focuses on the image frame. A max frame per
second ( fps ) is set to be analyzed using the maxWaitingFPS method. The image sequence is read from the video by using openCV.videoio. VideoCapture and the resized image size is $(640,360)$. In this step, the clone image is done by making copies of the image to track many vehicles simultaneously and in the same place.

On the other hand, image pre-processing aims to enhance image data, remove unwanted distortions, and improve certain essential image features for further processing. The bilateral filter is a non-linear, edge-preserving, and noisereducing smoothing filter for image processing. It manages to smooth out the signal while keeping the edges sharp. It replaces the intensity of each pixel with a weighted average of intensity values from nearby pixels. This filter is also used to improve the accuracy of the coming process. The bilateral filter can be extended to treat more general reconstruction problems such as image restoration, image scaling, and superresolution.

Image segmentation divides an object into relevant sections with similar characteristics and properties [10]. Image segmentation aims to extract object features with the least amount of data that differs from the input sequence possible. It allows for a more consistent and better image representation. The Gaussian mixture model filter is used for background subtraction and to recognize moving objects in static image frames. Subsequently, image segmentation manages to create the region of interest (ROI) to detect vehicle speed.

During the speed detection stage, the active contour is chosen as the speed detection technique by comparing the current image with the background image. Three output parameters can be achieved from this technique: (1) vehicle detection, (2) vehicle tracking, and (3) speed measurement. Vehicle detection identifies the instant detection of moving vehicles from the image segmentation or video stream [11], [12]. It is used to obtain deformable models or structures with constraints in image objects. To meet the match criteria, the contour position and size must be within the tracking tolerance setting. If the matching is found, the detected object will be updated accordingly [13]. If a vehicle moves out of the detecting region, the tracking process will be created to avoid duplication. The object that has been identified as a vehicle will be tracked over sequential frames retrieved from video streams [14], [15]. The tracked vehicle information will be sent to the vehicle detection module for volume counting purposes.

Vehicles can be tracked when the contours model describes the object boundaries to form a parametric curve or contour. The vehicle tracking process uses a Kalman filter with an optical flow method. An object matching scheme calculates the distance between vehicle features saved in prior storage and immediate frame features. This tracking is also used to prevent redundancy in measurement [16], [17]. After detecting the moving object, speed measurement is computed based on contour movement with the real-time video [18], [19]. A pinhole model is used to estimate the object's actual distance within the sequence of images. Vehicle speed measurement is shown in (5).

Speed $=($ Distance $) /($ Total Frames $*$ Frame Rat

For the pinhole model to calculate speed measurement: K is the distance between the camera and ground (meter), and $f$ is the distance between the camera projection and focus point. This paper uses the pixels' unit, which is converted from mm, and $\theta$ is the angle created by the camera's blind spot. Then Lp is the estimation of the actual distance on the surface of the road depending on the distance in the image [20], [21]. Lp is calculated using equations in (6) and (7).

$$
\begin{gather*}
L p=K \tan (\delta+\theta)  \tag{6}\\
\delta=\arctan \left(\frac{P}{f}\right)-\arctan \frac{p-\left(\frac{P}{2}\right)}{f} \tag{7}
\end{gather*}
$$

where $P$ is the pixel number in the image, and $p$ is a pixel index row in the image. Pinhole design is implemented using a formula in (8). P 2 is frame index position $\mathrm{f} 2=\mathrm{n}$, and p 1 is frame index position $\mathrm{f} 2=\mathrm{n}-1$. Lp1 is the result of the pixelpinhole model that represents the distance, and Fr is the frame rate of the video [22]. The constant 3.6 is used to change the $\mathrm{km} / \mathrm{h}$ (kilometer/hour) units from $\mathrm{m} / \mathrm{s}$ (meter / second).

$$
\begin{equation*}
S_{\text {vehicle }}=\frac{(L p 1-L p 2) * F r * 3.6}{f 2-f 1} \tag{8}
\end{equation*}
$$

## III. Results and Discussion

This section discusses the implementation of the proposed speed estimation model. Various parameters need to be considered for the obtained images from the video to obtain the application result. The parameter of the video threshold in this dataset was approximately 0 to 5 . The area threshold used was approximately 600 to 750 , and for a vehicle, the size threshold used was approximately about 40000. To obtain the speed result, the distance between two boundary lines is approximately 6 m .

Table II shows samples of the vehicle speed estimation experimental data collection. There are three result sub-tables from the three videos used in this work. The sub-tables show the results for vehicle speed estimation based on the GT and the detected speed of vehicles in a particular lane. Then the valid estimation indicator shows whether a vehicle has been detected and has a valid vehicle speed measure. The experiment was repeated three times to find the average results.

TABLE II
VEHICLE SPEED ESTIMATION

| Vehicle | Lane | Frame | GT | Obtained <br> speed | Valid <br> estimation |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Video 1 |  |  |  |
|  |  |  |  |  |  |
| 1 | 1 | 2 | 20.52 | 21.6 | Yes |
| 2 | 3 | 20 | 19.76 | 17.51 | Yes |
| 3 | 3 | 27 | 23.21 | - | No |
| 4 | 2 | 60 | 18.33 | 18.64 | Yes |
| 5 | 1 | 76 | 23.85 | 23.2 | Yes |
|  |  |  | Video 2 |  |  |
| 144 | 2 | 7992 | 52.86 | - | No |
| 145 | 3 | 8029 | 51.22 | 43.2 | Yes |
| 146 | 3 | 8052 | 53.9 | - | No |
| 147 | 3 | 8081 | 48.42 | 48.22 | Yes |
| 148 | 2 | 8093 | 54.13 | 54.18 | Yes |


| Vehicle | Lane | Frame | GT | Obtained <br> speed | Valid <br> estimation |
| :---: | :---: | :---: | ---: | :---: | :---: |
| Video 3 |  |  |  |  |  |
| 287 | 3 | 16985 | 25.26 | 25.46 | Yes |
| 288 | 1 | 16989 | 30.54 | 22.71 | Yes |
| 289 | 2 | 17026 | 42.42 | 41.72 | Yes |
| 290 | 1 | 17055 | 41.38 | - | No |
| 291 | 3 | 17055 | 44.83 | 43.81 | Yes |

Table III shows the average error (AvE), accuracy (Acc), and precision (Pre) for Video 1 speed estimation. The results of this video show that lane 1 has the highest average speed of $47.57 \mathrm{Km} / \mathrm{h}$ compared to lane $3(40.78 \mathrm{Km} / \mathrm{h})$ and lane 2 $(46.88 \mathrm{Km} / \mathrm{h})$. In terms of vehicle minimum speed, lane 3 minimum speed is $11.12 \mathrm{Km} / \mathrm{h}$, while lane 2 and lane 3 both have higher minimum speeds of $17.63 \mathrm{Km} / \mathrm{h}$ and $12.46 \mathrm{Km} / \mathrm{h}$. Lane 3 has the highest speed estimation error of $36.54 \%$ as compared to the other 2 lanes. The average error obtained from this video is $31.28 \%$, which is the highest among the three videos. Subsequently, the model in video 1 has the lowest accuracy result of $68.71 \%$ compared to videos 1 and 2 and a precision of 0.1054 .

TABLE III
EVALUATION RESULTS OF VIDEO 1

| Speed <br> parameter | Video 1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lane 1 | Lane 2 | Lane 3 | AvE | Acc | Pre |
| Error | 22.39 | 35.83 | 36.53 | 31.28 |  |  |
| Slow lane |  |  | $\sqrt{2}$ |  |  |  |
| Fast lane | $\sqrt{2}$ |  |  |  | 68.71 | 0.1054 |
| Avg speed | 47.57 | 46.88 | 40.78 | 45.46 |  |  |
| Max speed | 81.00 | 62.18 | 68.72 | 70.64 |  |  |
| Min speed | 12.46 | 17.62 | 11.11 | 13.73 |  |  |

From the evaluation results of video 2 in Table IV, lane 1 is the fastest lane, while the slowest lane is lane 3. Lane 1 has the highest average speed of $43.3091 \mathrm{Km} / \mathrm{h}$, as compared to both lane 2 and lane 3, with an average speed value of $43.28 \mathrm{Km} / \mathrm{h}$ and $40.77 \mathrm{Km} / \mathrm{h}$. Lane 2 shows the maximum speed value $85.71 \mathrm{Km} / \mathrm{h}$, followed by lane $162.99 \mathrm{Km} / \mathrm{h}$, and lane $356.57 \mathrm{Km} / \mathrm{h}$. Lane 1 also has a low minimum speed of $10.38 \mathrm{~m} / \mathrm{h}$, while lane 2 and lane 3 both show minimum speeds of $12.72 \mathrm{Km} / \mathrm{h}$ and $16.35 \mathrm{Km} / \mathrm{h}$, respectively. Lane 1 has the least speed estimation error of $14.70 \%$ as compared to lane 2 (21.06\%) and lane 3 ( $29.36 \%$ ). The average error obtained from this video is $21.71 \%$, which is intermediate as compared to video 1 and video 3. Furthermore, the model in video 2 has higher accuracy than in video 1 , which is $78.29 \%$, and better precision of 0.0404 .

TABLE IV
EVALUATION RESULTS OF VIDEO 2

| Speed <br> parameter | Video 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lane 1 | Lane 2 | Lane 3 | AvE | Acc | Pre |
| Error | 14.69 | 21.06 | 29.36 | 21.70 |  |  |
| Slow lane |  |  | $\sqrt{ }$ |  |  |  |
| Fast lane | $\sqrt{ }$ |  |  |  | 78.29 | 0.0404 |
| Avg speed | 43.30 | 43.28 | 40.71 | 42.44 |  |  |
| Max speed | 62.98 | 85.71 | 56.57 | 68.42 |  |  |
| Min speed | 10.37 | 12.72 | 16.34 | 13.15 |  |  |

The evaluation results of video 3 in Table V show that lane 3 is the slowest lane and has the least value of the average speed of $41.84 \mathrm{Km} / \mathrm{h}$. Lane 2 indicates the fastest lane, with an
average speed of $47.37 \mathrm{Km} / \mathrm{h}$. Meanwhile, lane 1 has an average speed of $44.27 \mathrm{Km} / \mathrm{h}$. lane 1 has the highest maximum speed of $84.07 \mathrm{Km} / \mathrm{h}$ as compared to lane 2 (59.97 $\mathrm{Km} / \mathrm{h}$ ) and lane $3(56.62 \mathrm{Km} / \mathrm{h})$. Lane 1 marked a minimum speed of $16.79 \mathrm{Km} / \mathrm{h}$ while lane 2 and lane 3 minimum speeds are $42.42 \mathrm{Km} / \mathrm{h}$ and $17.6 \mathrm{Km} / \mathrm{h}$, respectively. Lane 3 has the highest value of speed estimation error of $16.899 \%$, with lanes 1 and 2 having low speed estimation errors of 3.77 and $8.04 \%$. This video's average error is $9.57 \%$, which has better accuracy than video 1 and video 2 . The accuracy of video 3 is $90.43 \%$, and the precision is 0.1062 .

TABLE V
Evaluation results of video 3

| Speed | Video 3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| parameter | Lane 1 | Lane 2 | Lane 3 | AvE | Acc | Pre |
| Error | 3.77 | 8.04 | 16.89 | 9.57 |  |  |
| Slow lane |  |  | $\sqrt{n}$ |  |  |  |
| Fast lane |  | $\sqrt{2}$ |  |  | 90.42 | 0.1062 |
| Avg speed | 44.27 | 47.37 | 41.84 | 44.99 |  |  |
| Max speed | 84.07 | 59.97 | 56.62 | 66.89 |  |  |
| Min speed | 16.79 | 42.42 | 17.65 | 25.62 |  |  |

Subsequently, the overall accuracy obtained in each video 1 , video 2 , and video 3 is $68.71 \%, 78.29 \%$, and $90.43 \%$, respectively. The average percentage for accuracy is $79.14 \%$. The precision obtained in each video 1 , video 2 , and video 3 is $0.105,0.040$, and 0.106 , respectively. The overall average precision is 0.08 . The model implementing video 3 has produced results closer to the actual GT speed values. The model can detect only 376 vehicles compared with 429 of the ground truth ( $87.64 \%$ ). Table VI shows the overall results of the testing parameters.

TABLE VI
TESTING PARAMETERS

| TFA parameter | Video 1 | Video 2 | Video 3 |
| :--- | :---: | :---: | :---: |
| Speed Estimation | 115 | 137 | 124 |
| Ground Truth | 143 | 143 | 143 |
| Error | 31.29 | 21.71 | 9.57 |
| Slow Lane | lane 3 | lane 3 | lane 3 |
| Fast lane | lane 1 | lane 1 | lane 2 |
| Average Speed | 45.46 | 42.44 | 44.99 |
| GT average speed | 44.20 | 41.95 | 43.72 |
| Maximum speed | 70.64 | 68.42 | 66.89 |
| Minimum speed | 13.73 | 13.15 | 25.62 |
| Accuracy | 68.71 | 78.29 | 90.43 |
| Precision | 0.105 | 0.040 | 0.106 |

We can conclude from all the results of the three videos that video 1 has the highest speed estimation error, which is $31.29 \%$, followed by video 2 ( $21.71 \%$ ) and video 3 ( $9.57 \%$ ). Then, the average percentage for speed estimation error is $20.86 \%$. Lane 3 has the slowest speed, and lane 1 has the fastest speed. The average speed detection in video 1 is $45.46 \mathrm{Km} / \mathrm{h}$ which is $1.23 \mathrm{Km} / \mathrm{h}$ more than the GT , $44.20 \mathrm{Km} / \mathrm{h}$. video 2 obtained $42.44 \mathrm{Km} / \mathrm{h}$, which is $0.485 \mathrm{Km} / \mathrm{h}$ more than the GT, $41.96 \mathrm{Km} / \mathrm{h}$. Video 3 obtained $44.99 \mathrm{Km} / \mathrm{h}$, which is $1.27 \mathrm{Km} / \mathrm{h}$ more than the GT, $43.72 \mathrm{Km} / \mathrm{h}$. The average speed detection is $43.30 \mathrm{Km} / \mathrm{h}$, which is $0.10 \mathrm{Km} / \mathrm{h}$ more than the GT, $43.29 \mathrm{Km} / \mathrm{h}$. The average maximum speed obtained is $68.65 \mathrm{Km} / \mathrm{h}$, while the average minimum speed obtained is $17.5 \mathrm{Km} / \mathrm{h}$. This work
considers applying software agent architecture adapted from [23] [24] to the vehicle speed estimation model to adjust the model's operational parameters based on the detected objects' size and dimensions.

## IV. Conclusions

This paper proposed a vehicle speed estimation model from video streams. This model utilized video and image processing capability to produce linear speed estimation value by integrating various techniques, including the bilateral filter, Kalman filter, optical flow, and pinhole model. This study uses video streams of vehicles from an existing dataset to provide accurate speed measurements by vehicle detection at a given location. The dataset implemented in this study is based on urban roadways and is freely available. As a result, the average percentage for speed estimation error of the model is $20.86 \%$, while the average accuracy percentage is $79.14 \%$, and the overall average precision is 0.08 . Future work considers software agent-based adaptive model that can improve object segmentation and speed estimation.
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