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Abstract— In the world of stock investment, one of the things that commonly happens is stock price fluctuations or the ups and downs 

of stock prices. As a result of these fluctuations, many novice investors are afraid to play stocks. However, on the other hand, stocks are 

a type of investment that can be relied upon during disasters or economic turmoil, such as in 2019, namely the Covid-19 pandemic. For 

stock price fluctuations to be estimated by investors, it is necessary to carry out a forecasting activity. This study builds stock price 

forecasting using the Light Gradient Boosting Machine (LightGBM) algorithm, which has high accuracy and efficiency. To forecast 

stock price time series, the model used is the LightGBM ensemble. At the same time, they were optimizing the determination of 

hyperparameters using Grid Search Cross Validation (GSCV). This study will also compare the LGBM algorithm with other algorithms 

to see which model is optimal in forecasting price stock data. In this study, the test used the RMSE metric by comparing the original 

data (testing data) with the predicted results. The experimental results show that the LightGBM model can compete with and 

outperform boosting-based forecasting models like XGBoost, AdaBoost, and CatBoost. In comparing forecasting models, the same 

dataset is used so that the results are accurate, and the comparisons are equivalent. In future research, paying attention to the data 

during pre-processing is necessary because it has many outliers. In addition, it is necessary to include exogenous variables and external 

variables, which are determined to involve many parties.  
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I. INTRODUCTION

At the end of 2019, the coronavirus disease 2019 (COVID-

19) hit the world. At the beginning of the emergence of

COVID-19, Indonesia experienced losses in various sectors.

The Ministry of Finance of the Republic of Indonesia stated

that COVID-19 caused Indonesia to experience a contraction

in economic growth 2020 of -2.07 percent. Investment,

according to KBBI, is the investment to gain profit.

Investment is needed to face the future if unexpected events

such as COVID-19 occur [1]–[3]. By investing, the

community can minimize the problems caused, such as the

COVID-19 pandemic. However, many people need help to
start investing or make beginner mistakes when making

decisions due to various psychological factors, namely

overconfidence or vice versa [4]–[6].

One form of investment is stocks which have always been 

a hot topic of conversation both in the financial and technical 

fields. If we look at the last few decades, the development of 

computers has reached a stage where computers can forecast 

or forecast the future. Forecasting is a technique that can be 

used to predict future data trends based on existing and past 

data [7]–[10].  
Stock predictions generally use data in the form of time 

series or time series data which is a collection of data arranged 

chronologically and measured over a certain period. 

Therefore, stock market predictions are critical when making 

decisions in the financial sector, making it a considerable 

challenge. The general and popular forecasting models used 

to make predictions on time series data include 

Autoregressive Integrated Moving Average (ARIMA) [11], 

[12], Seasonal Autoregressive Integrated Moving Average 

(SARIMA) [13], [14], Long Short Term Memory (LSTM) 

[15]–[17], and Gradient Boosting Decision Tree (GBDT) 

[18], [19], [20]. Forecasting techniques and models 
commonly used to predict data [21]–[25].  

A study conducted by Ke et al. [25] developed the Light 

Gradient Boosting Machine (LightGBM) to overcome the 

shortcomings of GBDT when handling big data by speeding 

up the training process up to 20 times with nearly the same 
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accuracy. In the M5 Forecasting-Accuracy competition, 

LightGBM got first place and proved that LightGBM is 

superior to other techniques or models and can be used 

effectively to process many correlated and exogenous series 

and minimize the potential for forecasting errors [26]. In 

addition, one advantage of LightGBM is that LightGBM is 

compatible with several algorithms, such as Gradient 

Decision Trees (GDT), Gradient Boosting Decision Trees 

(GBDT), Gradient-based One-Side Sampling (GOSS), 

Dropouts meet Multiple Additive Regression Trees (DART), 
and Random Forests (RF). Another advantage of LightGBM 

is that it can perform sparse optimization, parallel training, 

multiple loss functions, regularization, bagging, and early 

stopping [25]. 

The difference between LightGBM and Extreme Gradient 

Boosting (XGBoost) lies in how it increases Gradient 

Boosting (GB) by using multiple cores from the Central 

Processing Unit (CPU) so that the learning process can be 

carried out in parallel, distributing calculations, cache 

optimization, and out-of-core processing. Whereas 

LightGBM has a leaf-wise growth structure, XGBoost has 
level-wise growth or levels [27], [28]. LightGBM was built 

using two novel techniques: GOSS and Exclusive Feature 

Bundling (EFB). GOSS is a sampling method for GDBT that 

can balance reducing data instances and maintaining accuracy 

in the decision tree that has been studied [29].  
A similar study was also carried out by Pokhrel [30] by 

predicting dominant ocean waves using the Light Gradient 

Boosting Machine (LightGBM). The data used is The Coastal 

Data Information Program (CDIP) which has been filtered 

based on specific parameters to improve data quality. Features 

based on sea waves, such as wave height, period, kurtosis, and 
skewness, and then features related to the atmosphere, such as 

humidity, pressure, and temperature, are extracted from the 

data set. The model used is a decision tree-based model, Extra 

Trees (ET), which performs the bagging process, and 

LightGBM performs the booting process. Both processes use 

the ensemble method in making predictions or forecasting. 

Then the model is easy to use and has a high-efficiency level. 

The study's results by Pokhrel [30] showed that the two 

forecasting models proposed experienced a decrease in 

performance from zero to one day (one day range). However, 

the performance was relatively consistent in the 15-day and 

30-day trials. The proposed forecasting model also 
outperforms comparison data originating from weather 

forecasting institutions or bodies concerned with marine 

research, such as the Fleet Numerical Meteorology and 

Oceanography Center (FNMOC), European Center for 

Medium-Range Weather Forecasts (ECMWF), National 

Centers for Environmental Prediction (NCEP) and others. So, 

the two proposed models show better performance when 

paired with data spanning 15 or 30 days compared to one day. 

Of the two proposed models, LightGBM has better results 

than ET and data from several marine research agencies or 

institutions.  
Forecasting based on machine learning has also been 

widely used in economics to support decision-making 

processes. Examples are forecasting sales predictions, stock 

predictions, sentiment analysis, and others. Research by 

Husein and Harahap [31] reveals that forecasting product 

sales time series with the M5 Forecasting dataset. This study 

used the Cross Industry Standard Process for Data Mining 

(CRISP-DM) framework by comparing five different 

algorithms, namely Linear Regression (LR), Ridge 

Regression (RR), XGBoost Classifier, LightGBM, and 

LSTM, which Root Mean Squared Errors (RMSE) then 

evaluated. RMSE was chosen because it is more concerned 

with the most significant errors. The result is that LightGBM 

has the lowest error value compared to other alternative 

models. 
Forecasting in the economic field is also carried out by 

Pokhrel [30], predicting stock returns from Nvidia. This study 

uses regression as the basis for forecasting calculations. 

Therefore, the data is sorted based on predetermined features. 

The same thing was done by Chlebus et al. [32] when 

preparing data before carrying out the training process. 

However, Pokhrel [30] adds several data sets as exogenous 

variables or variables that can affect fluctuations in data 

originating from outside. The data used is from competitor 

companies or business partners of Nvidia and public or 

investor sentiment towards Nvidia. In this study, the models 

whose performance was tested included ARIMA, ARIMAX, 
K-Nearest Neighbors (KNN), Support Vector Regression 

(SVR), XGBoost, LightGBM, and LSTM. The results show 

that SVR and LightGBM have nearly the same performance, 

but SVR has a better test score than other alternative 

forecasting methods based on stationary variables. In 

addition, machine learning forecasting models have better 

predictive performance than econometric models. 
Similar research was also carried out by Li [33] applying 

LightGBM to predictions of monthly house rental prices. The 

result is that LightGBM has an RMSE value of 0.1429 and a 

goodness of fit (R2) value of 96.13 percent. In his research, 
Gan et al. [29] collected hourly water discharge data from the 

National Oceanic and Atmospheric Administration (NOAA) 

by searching data via the Internet. The research methodology 

conducted by Gan et al. [29] is the same as the studies above, 

using the Boosting model. The results show that the small 

learning rate parameters require iteration with high 

hyperparameter values to get the best RMSE; num_leaves and 

max_depth are selected by comparing each combination and 

displayed on a grid graph to calculate the NMSE. Evaluation 

is done by comparing LightGBM with physics-based models, 

such as non-stationary tidal harmonic analysis (NS_TIDE). 

The result is that LightGBM can outperform NS_TIDE on 
RMSE, MAE, non-dimensional skill score (SS), and 

correlation coefficient (CC) scores.  
Most previous studies on forecasting used the Boosting 

model, but some of the Boosting models experienced 

overfitting. Therefore, this study proposes the LightGBM 

method with hyperparameter tuning for forecasting stock 

market prices. This is done because the LightGBM method 

has little risk of overfitting. Then the proposed method will be 

compared with several boosting methods in previous studies, 

including XGBoost, CatBoost, and AdaBoost. The 

contributions to this research include the following. First, the 
proposed method can handle the risk of overfitting in 

predicting stock market prices. Both results of the proposed 

method can be used as a technology model to predict stock 

market prices. The three proposed methods can be a reference 

for future research related to forecasting in the economic field, 

especially stock market prices. 
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II. MATERIAL AND METHODS 

This research was conducted based on several stages 

illustrated in Figure 1 below. 
 

 
Fig. 1  Research Stages 

 

The following subsections explain each step carried out in 

the research flow. 

A. Dataset Acquisition 

The data used in this study is stock data taken from Yahoo 

Finance using an application programming interface (API), 

namely finance. Time series data with the stock code AAPL 
was withdrawn from 01/01/1992 to 01/01/2022 with a total of 

7558. Data pulled from finance was collected in July 2, 2022. 

The AAPL stock code dataset pulled from finance has six 

features: open, high, low, close, and volume. For research 

purposes, the data used is comparative column data because 

close is the market closing price. At the stock market's 

closing, the price will no longer change in recording stock 

transactions. This study divides the data into training data, 

data validation, and data testing. Data training starts from 

02/01/1992 to 11/03/2011, data validation from 14/032011 to 

30/12/2015, and data testing from 04/01/2016 to 31/12/2021. 

B. Data Pre-processing 

A critical element in forecasting besides data pre-

processing refers to manipulating data so that the data 

becomes of higher quality or maintains the model's 

performance during training [32]. At this step, data 

manipulation does not mean altering data with bad intentions 

but processing data with specific techniques so that data 

becomes another form that data can display certain 

information or remove information that is not needed. 
In this study, data pre-processing was carried out using data 

transformation techniques and outlier handling. The purpose 

of data transformation is to make data stationery. In short, 

stationary data can be described as data that has a constant 

mean and variance. Chlebus et al. [32] show that selecting 

models and variables included in the essential category in data 

processing and feature engineering or feature engineering is 

vital to get stationary data. They conducted several stock price 

forecasting experiments, one comparing forecasting using 

stationary and non-stationary data. The result is that stationary 

data have higher accuracy after differentiating data sets with 

the same reaction as the data sets used in the experiment. 

Then outlier handling aims to eliminate outlier data. Outlier 

data or also known as anomalies in the data can cause 

forecasting bias. Outlier data is illustrated as data that does 

not follow the "flow" because it has a difference in value that 

is too high with the value of the previous index or the value 

of most indexes. This causes bias because the model learns 

data patterns to make predictions so that if the model 

encounters an outlier, it can affect the pattern studied. 
Therefore, data indicated as an outlier must be removed or 

replaced, generally replaced with the mean or median. 

1) Data Transformation: 

One of the elements that can affect the data is the unit root. 

The unit root is a stochastic (uncertain) attribute that can cause 
problems in drawing statistical conclusions, especially series 

data. To eliminate the unit root, data transformation can be 

performed, or it can also be called the de-trending process so 

that the data can be stationary before carrying out the data 

transformation. A unit root test, also known as the unit root 

process, is carried out to determine the trend of data based on 

mathematical calculations so that the data distribution can be 

known with certainty. 

The Augmented Dickey-Fuller (ADF) [34], [35] and 

Kwiatkowski–Phillips–Schmidt–Shin (KPSS) [36], [37] tests 

were carried out. The ADF test was conducted to find out the 

unit root of the data, while the KPSS test was to find out the 
stationarity of the data. The parameters used in the ADF test 

are regression equal to 'ct,' which means constant and trend in 

ADF and KPSS, and the auto lag parameter is the same as 

'Akaike's and Schwarz's Information Criteria' (AIC) in ADF. 

This is done so that the results obtained are more valid and 

can also determine the cause of the problem if there is an 

oddity in the data. 

It can be seen in Table 1 that there are no signs of stationary 

data in the raw data column or raw data, namely data that has 

not gone through any treatment. The raw data has an ADF p-

value of 1.0 and a KPSS p-value of 0.01; this means that the 
data has a trend or is not constant. The results of the ADF and 

KPSS tests can be interpreted by looking at Table 2, or it can 

be said that the raw data rejects the 0 KPSS hypothesis 

because the p-value is less than the alpha value (0.05) and the 

p-value of the raw data also accepts the 0 ADF hypothesis 

because the value is more than the alpha (0.05). From the two 

hypothesis tests, it can be concluded that the raw data is not 

stationary because it rejects the 0 KPSS hypothesis and 

accepts the 0 ADF hypothesis. The proof can be seen in Figure 

2 above, and stock price data still has a trend in an exponential 

form that has risen suddenly in the last decade. Data that is 

not stationary has a mean and median that are not constant 
because they still have a trend, so a de-trending procedure 

must be carried out utilizing data transformation. 

Data transformation can be done in various ways, including 

using square roots. Then the data that has undergone the 

procedure is tested again using KPSS and ADF. However, in 

Table 1, the sqrt column of the transformation results still 

does not change, so differentiation is made to replace the 

square root [32]. After differentiating unexpected things, it 

turns out that the ADF and KPSS tests have different 

conclusions on the data resulting from the differentiation 
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transformation; of course, this is remarkably interesting. This 

is because the differentiation transformation data no longer 

has a unit root, but the data is still not stationary but stationary 

differentiation. Data that has been trended out but still needs 

to be constant based on the KPSS test. Stationary data that 

should have a deterministic or definite mean becomes a 

stochastic or uncertain mean, and this is a particular case in 

this study.  

Because square root data transformation and differentiation 

transformation cannot turn the data into static data, this study 
tries to combine the two techniques into differentiation roots. 

This experiment produced results; this can be seen in Figure 

2. The image at the bottom of the graph shows stationary data 

located not far from the mean or with a deterministic mean. 

Then the ADF p-value is relatively tiny, but the data meets the 

stationary requirements, namely rejecting the 0 hypotheses 

because the value is less than the alpha value (0.05). Then the 

p-value of KPSS can also fulfill the stationary requirements 

because the value accepts the 0 hypotheses, or it can be said 

that the p-value is more than the alpha value (0.05).  

TABLE I 

ADF AND KPSS TEST  

Metric ADF 

p-value 

KPSS 

p-value 

Data 1.0 0.010 
Square Root 1.0 0.010 
Differentiation 0.000000000000000000003721 0.010 

Square Root- 

Differentiation 

0.000000000000000000000601
7 

0.051 

TABLE II 

ADF AND KPSS TEST HYPOTHESIS 

KPSS ADF 

H0: if the p-value > 0.05 then 
the data is stationary. 

H0: if the p-value > 0.05 then 
the data is not stationary. 

H1: if the p-value < 0.05 then 
the data is not stationary. 

H1: if the p-value < 0.05 then 
the data is stationary. 

 

 
Fig. 2  Visualization of data conditions 

 

 

 

2) Outlier Handling 

One way to prevent biased forecasting results is to reduce 

or eliminate outlier data using specific techniques or methods. 

The most manageable technique to detect outliers is by 
visualizing data using graphs. Boxplots are the easiest way to 

display the distribution of data which is summarized into five 

indicators ("minimum," first quartile (Q1), median, third 

quartile (Q3), and "maximum") as shown in Figure 2. Based 

on the illustration in Figure 3, outlier data are points outside 

the box plot's minimum and maximum limits [38], [39].  

 
Fig. 3  Boxplot Visualization 

Then in Figure 4, the top picture is a box plot visualization 

of the AAPL stock price data, which has many outliers, while 

good data is data with no outliers. This can also cause the data 

distribution to be abnormal, as in the distribution chart in 

Figure 4 below, which shows the frequency of abnormal data 

gathered in the median.  

 
Fig. 4  Data Visualization Before Outlier Handling 

The abnormal distribution of the data can also be proven 

by the high kurtosis and skewness values, as shown in Table 

3. It turns out that the data distribution becomes abnormal 

after transforming the data. The kurtosis and skewness values 
are respectively 7,459 and 2,696, whereas normal kurtosis and 

skewness values are values greater than equal to negative 
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three and less than equal to three. For this reason, it is 

necessary to detect outliers and then take further action on 

them so that the distribution becomes normal. 

TABLE III 

KURTOSIS AND SKEWNESS VALUES BEFORE OUTLIERS HANDLING 

 Kurtosis Skewness 

Before Transformation 7.459 2.696 
After Transformation 26.668 -0.249 

Tukey's method separates outlier probability (possibility) 

and probability (probability). The outlier probability value is 

between the inner (inside) and outer (outer) fence, while the 

outlier probability value is outside the outer fence. In contrast 
to the whisker, which is shaped like a horizontal line that 

connects the IQR box with the minimum and maximum 

limits, the inner fence and outer fence do not appear in the 

boxplot visualization. For this reason, the inner fence and 

outer fence are calculated by entering the IQR into equation 

(2), and to find the IQR values, it is done as in equation (1).  

 ��� � �3 � �1 (1) 

�		
� 
	�
 � ��1 � 1.5 ∗ ���, �3 � 1.5 ∗ ���] 

���
� 
	�
 � ��1 � 3 ∗ ���, �3 � 3 ∗ ���� 
(2) 

ThymeBoost is a forecasting model like LightGBM, but in 

this study, ThymeBoost is used because of its ability to detect 
outliers in data by using the detect outlier function [39]. Then 

in, Table 4 shows the number of outliers netted by Tukey's 

Method and ThymeBoost. It can be seen that the Tukey 

method produces two outputs, as mentioned in the previous 

presentation, namely, the number of outlier probability values 

is 424, and the number of outlier probability values is 1038 

then the number of ThymeBoost outlier values is 740. 

TABLE IV 

NUMBER OF OUTLIERS 

Outlier Tukey (prob) Tukey (poss) ThymeBoost 

Amount  424 1038 740 

Outlier handling can be done by removing the outliers 

based on the index of the captured data and then filling them 

back in with the mean or median value. Filling in the deleted 

values is known as imputed. Impute is done so that the 

information in the data is recovered. However, in Table 5, 

imputing the transformation data does not affect kurtosis. 

Then experiment with a scaler or smooth the values so that 

the outliers are not too extreme. Smoothing the value using a 

scaler reduces a data value based on a specific range of values, 

generally zero to one. This process is called data 

normalization. In short, data normalization occurs when there 
is a significant difference between the smallest and largest 

values so that the most significant value is considered an 

outlier. Usually, the methods that are often used are the robust 

scaler, min-max scaler, standard scaler, and power scaler 

methods. However, the scaler method could more 

successfully overcome abnormal data distribution due to 

outliers. Then the next experiment removes outlier data based 

on data captured by Tukey's Method and ThymeBoost. It can 

be seen in Figure 5 that the distribution graph is normal with 

kurtosis and skewness values of 0.304 and 0.159, 

respectively, and also the boxplot shows that the data still has 

outliers, but these outliers are not too influential. 

TABLE V 

KURTOSIS AND SKEWNESS VALUES AFTER OUTLIERS HANDLING 

 Kurtosis Skewness 

Imputer  28.324 -0.249 
Scaler 26.667 -0.248 
Delete (outlier) 0.304 0.159 

 

 
Fig. 5 Data Visualization After Outlier Handling 

C. Forecasting Model Using LGBM 

In this study, the model used is the Light Gradient Boosting 

Machine (LGBM). The LightGBM model has many 

hyperparameters, some of which can be adjusted to improve 

model performance, while others can shorten training time due 

to the large volume of data. In short, a hyperparameter is a 

parameter whose value controls the learning process and 

determines the value of a model parameter which is eventually 

learned by the learning algorithm. Therefore, the hyperparameter 

is one of the most critical variables and can determine the 

conclusion in machine learning [29], [30], [32], [33]. 

The technique used in determining hyperparameters is grid 
search cross-validation (GSCV). GSCV is a hyperparameter 

optimization standard commonly used in machine learning 

[40], [41], [42], [40]. GSCV has two methods: grid search 

(GS) and cross-validation (CV). GSCV looks for the best 

combination of parameter values by mapping the 

hyperparameters illustrated as the x-axis, then CV is 

illustrated as the y-axis so that cross-validation and parameter 

values intersect and when drawn vertical and horizontal 

straight lines will form a grid (grid) like Figure 6. Many of 

these iterations can be calculated by the number of parameters 

raised to the power of length from the list of each 
hyperparameter. The number of candidates hyperparameters 

is the number of CV folds multiplied by the number of 
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iterations, so there were 729 iterations and 3645 

hyperparameter candidates in this study.  

In Table 6, the 666th GSCV index has the best mean test 

score and mean training score because it is calculated based 

on the RMSE parameter in the model. The max_depth 

parameter is the depth of the model tree; max_depth can also 

overcome over-fitting if the training data set is small. 

Directly, overfitting means 'too fitting'; overfitting is a 

phenomenon where the training data used is 'too fitting' so that 

it can reduce accuracy if paired with other data. The 
max_depth parameter has an integer data type, meaning that 

the hyperparameter must be filled with integers. Then the 

training model uses the parameters bagging freq and 

bagging_fraction because the Random Forest (RF) algorithm 

requires both of these; however, GOSS cannot use 'bagging' 

at all. The value of bagging freq must be an integer greater 

than zero (n>0), and the bagging fraction value must be a 

decimal number greater than zero and less than one 

(1.0<n>0.0). "Bagging" means taking random samples 

without changing values during training. The bagging_freq 

parameter is equal to 20, and the bagging_fraction parameter 
is equal to 0.95. This means the model is told to resample 

without changing values every 20 iterations and sample 95 

percent of the training data. However, the GOSS algorithm 

cannot use bagging freq and bagging fraction. Then 

n_estimator is an alias of num_iteration, and n_estimator must 

be assigned an integer value. The n_estimator parameter 

equals 100, which means the model must boost for 100 

iterations. Then the learning_rate parameter or learning rate is 

a parameter that determines the step size of each iteration 

during the training process. The learning_rate value must be 

a decimal number that is greater than zero (n> 0). The smaller 
the learning_rate value, the higher the accuracy of the 

learning. The boosting_type parameter is filled with the 

boosting or algorithm compatible with LightGBM, the 

boosting type compatible with LGBM, namely GBDT, RF, 

GOSS, and DART. Then the last one is the objective, which 

has many parameters, some of which are regression, Huber, 

Poisson, and others. Then the objective parameter in the 

model is 'regression_l1', which means regularization or L1 

regularization (regularization lasso). Regularization is a form 

of regression, and the model is given regularization to control 

over-fitting phenomena.  

TABLE VI 

SAMPLE OF GRID SEARCH CROSS VALIDATION RESULTS 

Rank Index Params Mean Test 

Score 

Mean 

Train Score 

1 666 {'bagging_fr
action': 
0.95,  

'bagging_fre
q': 20,  
'boosting_ty
pe': 'dart',  
'learning_rat
e': 0.001,  
'max_depth': 
3,  

'metric': 
'rmse',  
'n_estimator
s': 100} 

0.03069857
617 

0.03079684
814 

Rank Index Params Mean Test 

Score 

Mean 

Train Score 

364 242 {'bagging_fr
action': 0.5,  
'bagging_fre
q': 20,  
'boosting_ty
pe': 'rf',  

'learning_rat
e': 0.001,  
'max_depth': 
10,  
'metric': 
'rmse',  
'n_estimator
s': 1000} 

0.52765508
48 

0.52785740
62 

729 692 {'bagging_fr
action': 0.95, 
 'bagging_fr
eq': 20,  
'boosting_ty
pe': 'gbdt',  
'learning_rat
e': 0.01, 

'max_depth': 
10,  
'metric': 
'rmse',  
'n_estimator
s': 1000} 

0.99985720
55 

0.99989368
74 

 

 
Fig. 6  Grid Search Cross Validation (GSCV) Illustration 

D. Evaluation 

In this study, testing was carried out based on the scenario 

that had been made. The scenarios tested vary according to 

needs. For example, researchers want to test algorithms 

compatible with LightGBM for the best results. This study 

will compare these algorithms with balanced hyperparameter 

settings in the sense that the parameters of the 

hyperparameters can work or are compatible with the 

algorithm. Then the best model is selected, then the model is 
compared with other alternative models.  

In this study, testing uses metrics that are based on the 

course of research. The metric used is RMSE. RMSE 

compares the original data (testing data) with the predicted 

data. RMSE can be interpreted as "how concentrated the data 

is around the regression line" so the smaller the RMSE value, 

the better. However, RMSE is quite sensitive to outliers, so 

researchers use MAE and MedAE because they resist outliers. 
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MAE measures the average magnitude of error in the data, 

while MedAE measures the median value of the error. MAE 

and MedAE measure data error regardless of the direction of 

the data (positive/negative).  

III. RESULTS AND DISCUSSION 

A. Experimental 

Given the many challenges in the pre-processing circuit, 
experiments need to be carried out to get the best results. This 

step also provides insight or description of data that has 

undergone previous processes. In the outlier handling step, it 

is indicated that the data has many outliers, so the data 

distribution becomes abnormal. This can be seen in Table 3. 

This is also supported by the large number of outliers netted 

in Table 4. Because there are many outliers in the data, the 

data is treated so that it can remove outliers. In Table 4, the 

outlier detection methods, namely Tukey's Method and 

ThymeBoost, each provide two outputs and one output. 

Because each output has different conclusions, a step is 
needed to determine which output is the most ideal as a basis 

for conducting model training.  

Initially, the stock price data that has been transformed is 

deleted based on the index data, which is indicated as an 

outlier. Then the data is entered into the training model with 

default hyperparameter settings. Default settings provide 

more "natural" results because the model is still not optimal 

so the data quality will be more visible. Table 7 and Figure 7 

shows that the data subject to reduced probability outlier data 

from Tukey's Method has better RMSE, MAE, and MedAE 

scores than others. While the data subjected to reduction of 

Tukey's Method, outlier probability data has the worst score. 
From this, it can be concluded that the more outlier data that 

is captured, the data will have a better score. 

TABLE VII 

COMPARISON OF RESULTS BASED ON THE OUTLIER HANDLING METHOD 

Metric Tukey (poss) Tukey (prob) ThymeBoost 

RMSE 0.0248335694 0.0402051601 0.0300122047 
MAE 0.0198679087 0.0318043206 0.0244017374 
MedAE 0.0167887351 0.0265773916 0.0217605065 

 

 
Fig. 7  Outlier Detection Model Comparison 

After finding out a better data set, the next thing that needs 

to be proven is the effect of hyperparameters and the results 

of learning each LightGBM algorithm, such as DART, GOSS, 

RF, and GBDT. Then the hyperparameters are adjusted 

according to the GSCV results, and the max_bin parameters 

are added to develop training and validation data sets. The 

max_bin parameter means the data set has a unique maximum 

value per feature based on the max_bin value. 

Table 8 and Figure 8 show that DART has the best RMSE, 

MAE, and MedAE scores. So, in the next stage, the algorithm 

used in the LightGBM model is DART because it is proven to 

have the best score compared to other algorithms. 

TABLE VIII 

COMPARISON OF LGBM 

Metric RMSE MAE MedAE 

Default 0.02483357 0.01986791 0.0167887 

GBDT 0.02180185 0.01790202 0.0161667 

GOSS 0.02179386 0.01789748 0.0161734 

RF 0.02169517 0.01780414 0.0160431 

DART 0.02145566 0.01765761 0.0160092 
 

 
Fig. 8  Comparison of LGBM Model 

B. Evaluation 

In the model evaluation phase, alternative forecasting 

models such as XGBoost, Adaptive Boosting (AdaBoost), 

and CatBoost are used. In testing, the hyperparameter model 

is adjusted to GSCV, and the training and validation data sets 

are installed with the max_bin parameter. Table 9 and Figure 

9 show that LightGBM has the lowest RMSE, MAE, and 

MedAE scores of the other alternative forecasting models. In 

short, LightGBM has the slightest error difference compared 
to other models. Then CatBoost took second place with a 

score difference just a short distance from LightGBM. Then 

the third rank is XGBoost, and the fourth rank is AdaBoost. 

TABLE IX 

LGBM VERSUS ANOTHER FORECASTING MODEL 

Metric LGBM CatBoost XGBoost AdaBoost 

RMSE 0.021456 0.021992 0.023581 0.024612 

MAE 0.017658 0.017988 0.019075 0.019712 

MedAE 0.016009 0.015980 0.016094 0.016481 
 

 
Fig. 9  LGBM Model versus Another Forecasting Model 
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To find out a model's ability and the data's validity, the 

researchers tested it by forecasting using data with different 

timescales. In practice, the hyperparameters are adjusted to 

the results of the GSCV. The alternative model used is the 

same as the previous evaluation: CatBoost, XGBoost, and 

AdaBoost. Based on the tests conducted, LightGBM occupies 

the top position despite using a different timeframe. In Table 

10, LightGBM and other alternative models will give better 

results using more data. 

TABLE X 

FORECASTING RESULTS WITH DIFFERENT TIME RANGES 

Range Model RMSE MAE MedAE 

30 years 
(1992-2022) 

LightGBM 0.021456 0.017658 0.016009 

CatBoost 0.021992 0.017988 0.015980 

XGBoost 0.023581 0.019075 0.016094 

AdaBoost 0.024612 0.019712 0.016481 

20 years 

(2002-2022) 

LightGBM 0.031023 0.025378 0.021841 

CatBoost 0.033460 0.027367 0.024269 

XGBoost 0.036289 0.029398 0.025747 

AdaBoost 0.037814 0.030789 0.026934 

15 years 

(2007-2022) 

LightGBM 0.042737 0.035547 0.031844 

CatBoost 0.046121 0.038053 0.033140 

XGBoost 0.051026 0.041805 0.035897 

AdaBoost 0.052323 0.042610 0.036483 

10 years 

(2012-2022) 

LightGBM 0.052208 0.042680 0.038333 

CatBoost 0.056176 0.046187 0.040557 

XGBoost 0.061559 0.050350 0.042521 

AdaBoost 0.063670 0.052129 0.043877 

5 years 

(2017-2022) 

LightGBM 0.063721 0.051706 0.048172 

CatBoost 0.067825 0.055354 0.050920 

XGBoost 0.076624 0.061588 0.056169 

AdaBoost 0.079039 0.062733 0.052944 

1 year 
(2021-2022) 

LightGBM 0.095871 0.072390 0.046005 

CatBoost 0.101959 0.077168 0.050629 

XGBoost 0.118092 0.094113 0.073922 

AdaBoost 0.128051 0.102729 0.085067 

IV. CONCLUSION 

This study uses stock price time series data derived from 

the Yahoo Finance and LightGBM ensemble model as a 
forecasting model. LightGBM's ability to use the DART 

algorithm is proven superior in obtaining RMSE, MAE, and 

MedAE scores compared to other alternative forecasting 

models. In comparing forecasting models, the same dataset is 

used to make the results accurate and the comparisons 

equivalent. This is supported by the increased capability of 

the post-GSCV hyperparameter tuning model compared to the 

default hyperparameter setting. Then the researcher found an 

exciting discovery when conducting unit root tests on the data. 

The conclusions given by the KPSS and ADF tests are 

contradictory, even though the data has gone through a 
transformation using square roots. The ADF states that the 

data accept the stationary hypothesis, while the KPSS states 

the opposite. For this reason, researchers use square root 

differentiation to transform the data into stationary. 

In addition, this study also encountered several obstacles in 

the pre-processing stage because the stock price data had 

many outliers after undergoing the data transformation stage. 

This condition indicates the distribution graph's extreme 

shape and the high kurtosis value. For this reason, efforts are 

made to smooth the values or normalize using scalers such as 

min-max scalers, robust scalers, standard scalers, and power 
transformers. However, these efforts did not produce results. 

This is because the outlier deviation is too apparent, so data 

indicated as an outlier must delete or handled using another 

method. In future research, paying attention to the data during 

pre-processing is necessary because it has many outliers. In 

addition, it is necessary to include exogenous variables and 

external variables, which are determined to involve many 

parties. 
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