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Abstract— Huge datasets are important to build powerful pipelines and ground well to new images. In Computer Vision, the most basic 

problem is image classification. The classification of images may be a tedious job, especially when there are a lot of amounts. But CNN 

is known to be data-hungry while gathering. How can we build some models without much data? For example, in the case of Sign 

Language Recognition (SLR). One type of Sign Language Recognition system is vision-based. In Indonesian Sign Language dataset has 

a relatively small sample image. This research aims to classify sign language images using Computer Vision for Sign Language 

Recognition systems. We used a small dataset, Indonesian Sign Language. Our dataset is listed in 26 classes of alphabet, A-Z. It has 

loaded 12 images for each class. The methodology in this research is few-shot learning. Based on our experiment, the best accuracy for 

few-shot learning is Mnasnet1_0 (85.75%) convolutional network model for Matching Networks, and loss estimation is about 0,43. And 

the experiment indicates that the accuracy will be increased by increasing the number of shots. We can inform you that this model's 

matching network framework is unsuitable for the Inception V3 model because the kernel size cannot be greater than the actual input 

size. We can choose the best algorithm based on this research for the Indonesian Sign Language application we will develop further. 
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I. INTRODUCTION

Sign Language Recognition focuses on algorithms and 

methods to recognize the pattern of signs produced and set 

their interpretation in text or speech form [1], [2]. One of the 

main categories of Sign Language Recognition is vision-
based [3]. Vision-based systems utilize images and videos of 

sign language. Sensor-based systems involve wearable 

devices set with sensors to extricate hand shapes and sign 

movements. Manual classification of images may be a tedious 

job [4], [5], especially when there are many amounts of it (for 

example, 10,000 images), and it would be very useful if we 

could automate the whole process using Computer Vision. In 

Computer Vision, the most basic problem is image 

classification [1]. An algorithm to classify the images into 

Computer Vision is few-shot learning. 

Few-shot learning is an outstanding experimentation topic 
that has been spaciously inspected in the past few years [6] 

[7]–[14]. Few-shot learning for image classification (few-shot 

image classification) is a part of machine learning but still 

needs a lot of research and improvement [15], [16]. Few-shot 

learning aims to train a classifier and identify the invisible 

classes during training with some labeled examples [17], [18]. 

Few-shot learning is also classifying the new data even with 

some supervised learning training samples. The easiest 

approach to few-shot learning is the meta-learning approach. 

The meta-learning approach for image classification problems 

is divided into several methods: matching networks, 

prototypical networks, relation networks, and model-agnostic 
meta-learning (MAML). In this paper, we tried to classify the 

Indonesian Sign Language image with a few-shot learning 

image classification with a matching network approach. 

II. MATERIALS AND METHODS

A. Few-Shot Learning

Few-shot learning (FSL) can work quite well even with a

relatively small number of training samples [17], [19]–[26]. 

The common types of FSL are N-Shot Learning (NSL), Few-

Shot Learning (FSL), One-Shot Learning (OSL), and Less 
than one or Zero-Shot Learning (ZSL) 
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Fig. 1  The Embedding Network of Few-Shot Learning [27] 

 

All the few-shot learning perspectives use advanced 

science of several forms (e.g., data, model, and algorithm) to 

bring down 'sample difficulty' described as the number of 

training samples required to ensure the loss of reduced 

empirical risk [28], [29]. Several studies have been carried out 

in research related to our work. Chen et al. [30] suggest a Self-

Jig algorithm to enhance the input data in few-shot learning 

by combining new images that are either labeled or unlabeled. 

Zhao et al. [31] cut the features into three orthogonal parts to 
improve the few-short learning classification performance, 

assent to coincident feature selection, and dense estimation. 

The approved scheme for few-shot learning is by way of 

meta-learning (learning-to-learn) with multi-additional tasks 

[15], [32]. Spyros Gidaris et al. [33] suggest the appealing 

composition of supervised and self-supervised loss to pre-

train the embedding network. The constant with the 

assignment of the pre-trained embedding network in few-shot 

learning has been studied by Chen [27].  

B. Matching Network 

Our proposed research used few-shot learning with 

matching networks approach. A matching network is one of 

the meta-learning methods for image classification 

problems[34]. Matching networks embrace two neural 

embedding functions and an augmented memory [8], [35]–

[37]. Some fixed jargon of the matching network [38]: 

 Label set: Relate to a sample set of all potential 

categories. 

 Support set: Related to some images of label set 

categories.   
 Batch: Related to a support set. 

 N-way, K-shot Method 

N-way is a mount class in one task. K-shot is a mount 

support image for each class on a task. Another term is N-

query is the amount of query images for each class in one task. 

N-task is a number of tasks to sample or iterate (epoch). 

Understanding data processing for Matching Networks, we 

can describe by Chen [27] in Fig. 1, and modified with the 

Indonesian Sign Language dataset. 

A dataset is used to solve few-shot learning tasks. This 

dataset is divided into episodes. And then there are three 

following steps below [37]: 

 The supported image and query image set is taken to a 

CNN that proceeds with embeddings. 

 Each query image is characterized by applying the 

SoftMax of the cosine distance from its embeddings to 

support-set embeddings. 

 The Cross-Entropy Loss on the resulting classification 
is backpropagated through CNN.  

This approach allows a matching network to classify 

images by comparing different instances of the classes. 

Matching Networks differ from Prototypical Networks in the 

few-shot case with equivalence[39].  

C. Research State Diagram and Novelty 

We describe our research stage in Fig. 2. There are five 

stages: preparing the dataset, pre-processing, training model, 

testing, and evaluation. This research's novelty is classifying 
the Indonesian Sign Language image with few-shot learning 

using a matching network approach and testing it with some 

convolutional network models. 

D. Dataset 

The dataset used in this study is an image of the Indonesian 

Sign Language image. This dataset has a total of 312-image 

datasets and was labeled as 26 classes of the alphabet. The 

images from each class are given in Table I. 

TABLE I 

INDONESIAN SIGN LANGUAGE DATASET 

Category Number 

Training set 218 
Validation set 94 
Total dataset 312 

 

In Table I, the dataset was cut into a training set (218 

images), and a validation set (94 images). 
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Fig. 2  Research stage diagram 

 

Pre-Processing In training and validation, the dataset was 

resized to 84*84 pixels to fit in our model. We cut the whole 

dataset into a training set (18 classes), and a testing set (8 

classes) or 70:30. Training the weight of the deep 

convolutional neural network is done by using the training set. 

On the other hand, verifying the model's generalization ability 

and the loss function value is done using a validation set [40].  

III. RESULT AND DISCUSSION 

A. Data Exploration 

Our dataset can be visualized in Figure 3. 

 
Fig. 3  Image Dataset of Indonesian Sign Language 

 

Fig. 3 indicates that our dataset is listed in 26 classes of 

alphabets, A-Z. It has loaded 12 images for each class. Some 

sample images can be randomly shown from each class in Fig. 

4.  

 

 
Fig. 4  Image dataset display 
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Fig. 5  Matching Networks Architecture (Figure adapted from [38]) 

 

We have five image displays for each class such as B, V, 
Z, A, and Q, in Fig. 4. The image dataset display can be 

changed if we run the program. We set it in some tasks in the 

few-shot learning algorithm, for example, n-way class, k-shot, 

query, and task image for each class. We can change its values 

for some experiments. To understand this term, we can see the 

architecture of the matching network can show in Fig. 5. In 

Fig. 5, we describe the support images and query images in a 

formulation. And then the display image can be seen in Fig. 6 

and Fig. 7 below. 

 
Fig. 6  Support Images 

 

Fig. 6 shows two 'support images' because we set 2-way 

support image in each class. There are 26 classes in this 

research. And in Fig. 7 there are 10 images for each row (n-

query). So, we obtained 20 query images for two classes. This 

image can be set according to our research tasks. 

B. Experiment 1: Comparison with some convolutional 

network model 

In this experiment, we check the accuracy and compare it 

with another few-shot learning it with different convolutional 

network models. We analyzed using a small task, two classes, 

and two images for each shot (2-way for each class and a 2-

shot image for each class for training and validation). 

 

 
Fig. 7  Query Images 

The outcome of the test is displayed in Table II as follows. 

TABLE II 

MATCHING NETWORKS WITH DIFFERENT MODEL 

Exp. 

No 

Convolutional 

Network Model 

Accuracy Loss 

1 Inception_v3 Not suitable - 
2 Shufflenet_v2x1_0 69.33 0.16 
3 Densenet161 49.58 0.69 
4 Densenet201 69.17 0.59 

5 Wide resnet50_2 46.50 0.69 
6 Mobilenet_v2 46.83 0.83 
7 Mnasnet1_0 85.75 3.05 

 

Table II shows seven models in our experiment numbers 

1-7. The best accuracy is experiment 7 (Mnasnet 1_0), 

85.75%. Mnasnet is the best neural network model that 

achieves high accuracy and less inference time, using 

reinforcement learning search algorithm and factorized search 
space [41]. And then, we can inform that the matching 

network framework for this model is not suitable for the 

Inception V3 model because the kernel size can't be greater 

than the actual input size. The visualization of this experiment 

can be displayed in Fig. 8.  

 

 
Fig. 8  Visualization of Matching Network with Different Model 

C. Experiment 2: Comparison with different dataset 

We compared our results with other datasets like Face 

Expressions, Fashion, and CUB datasets. We set 70% data for 
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training and 30% data for validation split. And then we set 

FSL tasks like: 

1)  Training set:  In training process set 2-way for each 

class; n-shot = 1, 5, and 10 images each class; 2-query, and 

500=tasks iterations for each batch. 

2)  The validation set: We set 2-way for each class, with 1, 

5, and 10 images for n-shot, 2-query, and 300 iterations or 

epochs for the tasks.  

The result of this experiment can be seen in Table III. 

TABLE III 

COMPARISON MATCHING NETWORK WITH DIFFERENT DATASET 

No Convolutional 

Network Model 

Class Accuracy 

1-shot 5-shot 10-shot 

1 Indonesian Sign 
Language 

26 67.17 85.67 91.33 

2 Face Expression 7 54.50 51.58 66.68 
3 CUB 200 50.50 54.17 55.83 
4 Fashion 13 75.58 79.17 82.83 

 
Table III tells that the best accuracy is Indonesian Sign 

Language data, 2-way, and 10-shot. This experiment indicates 

that the accuracy will be increased by increasing the number 

of shots. 

D. Experiment 3: Loss Comparison for Some Dataset 

In the first experiment, we checked the accuracy and 

compared it with another few-shot learning with different 

convolutional network models. They have been available in 
Pytorch models. We analyzed that using a small task (2-way 

and 10-shots image for each class for training and validation). 

The results of the test are displayed in Table IV as follows. 

TABLE IV 

COMPARISON MATCHING NETWORKS FOR SOME DATASET 

No Dataset Class Loss 

1 Indonesian Sign Language 26 0.43 
2 Face Expression 7 0.70 
3 CUB 200 0.64 
4 Fashion 13 0.46 

 

Based on Table IV, the smallest loss is Indonesian Sign 

Language data.  

IV. CONCLUSION 

We adopted a few-shot learning with matching network 

approach for Indonesian Sign Language Recognition. And we 

test some convolutional network models as the architecture 
for matching networks method. Based on our studied, we 

found the best accuracy is Mnasnet_1_0, 85.75%. This 

experiment also indicates that the accuracy will be increased 

by increasing the number of shots. It can be tested in future 

studies by increasing the number of tasks in few-shot learning. 
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