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Abstract— In the era of IR4.0, Natural Language Processing (NLP) is one of the major focuses because text is stored digitally to code 

the information. Natural language understanding requires a computational grammar for syntax and semantics of the language in 

question for this information to be manipulated digitally. Many languages around the world have their own computational grammars 

for processing syntax and semantics. However, when it comes to the Malay language, the researchers have yet to come across a 

substantial computational grammar that can process Malay syntax and semantics based on a computational theoretical framework that 

can be applied in systems such as e-commerce. Hence, we intend to propose a formalism framework based on enhanced Pola Grammar 

with syntactic and semantic features. The objectives of this proposed framework are to create a linguistic computational formalism for 

the Malay language based on theoretical linguistic; implement templates for Malay words to handle syntax and semantic features in 

accordance with the enhanced Pola Grammar; and create a Malay Language Parser Algorithm that can be used for digital applications. 

To accomplish the objectives, the proposed framework will recursively formalize the computational Malay grammar and lexicon using 

a combination of solid theoretical linguistic foundations such as Dependency Grammar. A Malay parsing algorithm will be developed 

for the proposed model until the formalized grammar is deemed reliable. The findings of this indigenous Malay parser will help to 

advance Malay language applications in the digital economy. 
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I. INTRODUCTION

Across the globe, information is stored in electronic and 
digital forms to computers and the Internet. Aside from 
images, colour and sounds, most information is coded in 
natural languages. Computational grammar for the syntax and 
semantics of natural languages is necessary for computers to 
process, manipulate and extract meaning from this 
information [1]. Recently, NLP researchers have been 
showing interest in the expansion of digital commerce that 
made online product search possible. It is a popular and 
successful way for customers to identify their desired 
products and shop online. Customers use natural language 
queries to find the products they wish to purchase, and the 
information retrieval techniques deliver the results [2].  

A modelling framework for consumer intent applies 
contextualization embeddings through NLP [3]. The stringent 
requirements of the digital era have brought forth 
considerable research problems in the fields of dialogue 

systems, spoken natural language processing, human-
computer interface, and search and recommender systems [4]. 

The recent research on this NLP niche by [5] contributed 
to a dataset of 3,540 natural language queries. Most e-
commerce systems use English as the transaction medium. 
Malay Language ranked fifth globally and used widely in 
Malaysia, Indonesia, Brunei, and Southern Thai. Therefore, it 
is of critical importance to provide Malay medium as the 
transaction language. 

Aziz et al [6] collected and tested a set of Malay grammar 
using the Pola Grammar technique, which this research used 
to begin the project for syntactic features. [6] grouped a 
sentence into adjunct, subject, post-subject, conjunction and 
predicate, and obtained an F-score index of between 73% to 
93%. Their work is small-scale research based on the 
syntactic feature of Malay grammar. The development of the 
prototype used a “collection of thesis abstracts” as the training 
corpus, which did not include many other Malay sentence 
patterns. This research will extend the work by [6] to improve 
the pola grammar for the syntactic and semantics features 
using the progressive test method. 
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The Pola Grammar approach help make sense of the 
grammatical relationships of Malay sentences. The functional 
structure of the subject's semantic role is the relations 
consisting of lexical mappings. Lexical mapping requires 
dictionaries that manage lexical information through rule 
formalisms that analyze syntactic and semantic aspects in a 
linguistically justified; and yet computationally viable 
manner to attain universality. These rules allow us to make 
linguistic generalizations with a precise computational 
interpretation [7].  

The parsing process uses the disambiguation of the part-of-
speech for the tokens (lexical mapping) and the holistic 
framework of Malay syntactic and semantic patterns in 
various text domains to improve the precision or recall and 
the F-score index. Therefore, the researchers hope to build an 
enhanced formalism as the progressive experimental 
framework to analyse and accumulate the patterns by stages. 
Since [6] has collected and tested a set of Malay grammar 
patterns using the Pola Grammar technique, one of the 
improvements we will adapt is disambiguating the part-of-
speech of the tokens using the part-of-speech (POS) tagger 
tool produced by [8]. This tagger will help identify the 
‘template of Malay’ words in handling syntactic and semantic 
features. 

The basic Malay pola grammar produced by [9] and [10] 
are as follows: 

Noun Phrase + Noun Phrase 
Noun Phrase + Verb Phrase 
Noun Phrase + Preposition Phrase 
Noun Phrase + Adjective Phrase 
[6] extended the pola grammar for computational form into 

the following five polas. 
i. adjunct 
ii. subject 
iii. post-subject 
iv. conjunction 
v. predicate 
 
Handling numbers, tenses, gender and cases present 

challenging problems in parsing Malay sentences because 
these features are not as explicit as in English or Arabic. The 
parsing process involves many inferences, and one of the 
major problems in parsing a document is handling anaphora. 
Hence it is essential to have a sound framework for the 
computational handling of Malay words, phrases, sentences 
and essays. The theoretical foundations in this research are 
Phrase Structure Grammar formalism [11][12]  , Logical 
Categorical Grammar [13], a logical deduction with first-
order predicate logic [14][15] and languages such as Prolog 
as the implementation platform. Phrase Structure Grammar is 
very much suited to the Malay language phrase and sentence 
structures. Logical Categorical Grammar can handle syntax 
and semantics simultaneously with well-defined words and 
grammar templates using Lambda Calculus. The development 
of Malay Language grammar in a computational framework 
is an underexplored territory. 

This framework will enhance the pola grammar with 
syntactic and semantic features using the progressive test for 
documents such as the Parliament Malaysia Hansard, 
newspapers and textbooks to produce a new theoretical 
foundation for Malay Computational Grammar. Other 

languages, especially English, have applied Phrase Structure 
Grammar formalism [11][12] and Dependency Grammar 
Formalism [7]. 

II. MATERIALS AND METHOD 

We formulated two hypotheses in developing this 
framework. First, by using the enhanced pola grammar with 
syntactic and semantic features, a new theoretical framework 
for Malay Computational Grammar will be established. 
Second, by incorporating the semantic features, the formalism 
can cater both syntactic and semantic analysis synchronously. 
We hope that implementing these hypotheses will improve the 
effectiveness of Malay based applications such as sentiment 
analysis, speech for robot etc.  

 
The proposed framework will bridge at least three 

knowledge gaps. The first is building appropriate theoretical 
linguistic foundations for the Malay language for use in the 
computational framework for digital era applications. Filling 
this gap will contribute to building a linguistic computational 
framework for the Malay language based on a fusion of sound 
theoretical linguistic foundations such as Phrase Structure 
Grammar, Dependency Grammar and Lambda Calculus 
formalism into enhanced pola grammar with syntactic and 
semantic features. This formalism is because the Malay 
language relies heavily on a pragmatic level of inference 
which is loose in structure [16], reflecting the indeterministic 
nature of word class transitions in a sentence. This problem 
creates difficulties in determining explicit syntactic rules for 
the Malay language. 

The second knowledge gap concerns using effective Malay 
words as a ‘template’ to determine syntactic and semantic 
features. Bridging this gap will help verify the templates’ 
effectiveness for Malay words and grammar in handling the 
language’s syntax and semantic features based on the 
enhanced pola grammar. For example, penjodoh bilangan, or 
count numeration in Malay, has a unique meaning when used 
as an object in a sentence and functions like any other noun. 
However, when used as classifiers, these words count things. 
Occasionally, words that serve as classifiers retain their 
original meaning as a noun, which is traceable, but this is not 
always the case. 

The third knowledge gap concerns designing algorithms 
for developing a Malay language parser appropriate for 
various applications in the digital era, such as retrieval 
systems, Q&A systems and knowledge-based systems. 
Bridging this gap will contribute to designing a Malay 
language parser algorithm for various applications in the 
digital age, such as e-commerce and sentiment analysis. 

A. The Status of Current Malay Computational Grammar 

Research 

The primary research and development work on 
computational Malay Language processing is the Example-
Based Machine Translation (EBMT) project carried out by 
USM and MIMOS (utmk.cs.usm.my:8080/ebmt-
controller/index.jsp). This project was an Example-based 
Machine Translation between Malay and English sentences 
with the bilingual knowledge bank constructed from a Malay-
English bilingual corpus. Each pair of the English-Malay 
translations was codified into Synchronous Structured String 

364



Tree Correspondence (S-SSTC). Therefore, it is only 
appropriate for translation. The approach did not emphasise 
the morphology, syntactic and semantics of words and Malay 
grammar. 

Mohamed et al [8] conducted a shallow-level sentence 
passing for Malay language, POS tagging, using the Hidden 
Markov Model with Malay morphological features to assign 
Malay words with their part of speech tag. This work focused 
on tagging unknown words and relied on a morphological 
level without going deeper into the syntactic level of a 
sentence. They resolved ambiguous words using a statistical 
technique. The research on POS tagging by [17] relied on 
Malay morphology to develop a morphological inference 
analyser based on rules. [18] investigated the performance of 
the supervised ML approaches in tagging Malay words and 
the effectiveness of the affixes-based feature patterns. [19] 
developed a Malay POS tagger that relied on foreign 
languages (such as English), which did not look at the original 
Malay linguistic features. The latest research on Malay POS 
tagging and Named Entity Recognition (NER) was by [20] to 
develop POS tags and rule-based extraction for the narrator’s 
name in the Malay Hadith texts. This research sought to 
determine the relationship between hadith narrators to 
construct a narrator’s chain. [21] proposed a direct alignment 
framework for aligning English and Malay news documents. 

Maisarah [22] researched a Malay parser for Malay 
language teachers to use to help students having difficulties 
comprehending the grammar and phrase structure. This 
research used simple sentences from Munsyi Dewan to design 
the inference rules. The research had a specific objective and 
did not cover broad application domains. The latest 
development for a Malay parser was in Indonesian Malay [23], 
which used Probabilistic Context-Free Grammar (PCFG). 
However, Indonesian Malay is different from Malaysian 
Malay on lexical and, sometimes, syntactic and semantic 
levels. Other than Malay parser, there was a text 
summarization work by [24] which focused on discovering 
human compression pattern from the developed Malay 
summary corpus to improve readability and informativeness 
of the produced summary.  [25] determined the Malay 
anaphoric nya (it), and proposed algorithms and Malay 
Anaphoric Resolution architecture. 

All existing works on Malay Computational Linguistics are 
small-scale experimental projects. Therefore, there is no 
advancement in research or application development for the 
Malay language, such as E-commerce applications, Malay 
Sentiment Analysis, Knowledge Discovery, Automatic 
Question Answering Systems, Information Retrieval, and 
Meaning-based Search Engines. 

B. Background Theory and Applied Formalism 

The grammatical description of a natural language in a 
computational environment is known as computational 
grammar. A very high-level programming language like 
Prolog could serve as a model for the formalism needed for 
grammar development or grammar engineering, which is a 
challenging process. More than 250 million people in the 
Malay Archipelago speak the Malay language, which has 
complex morphological, syntactic, and semantic aspects that 
must be addressed using a computational framework. While 
semantics pertains to meaning, the syntax is a part of grammar. 

The syntax rules ensure the grammatical accuracy of a 
sentence; the semantics rules determine how lexicons, 
grammatical structures, and other sentence components work 
together to convey meaning. The formalism of the Malay 
language is not as easy to understand as in other languages, 
such as English, which have different grammar, lexicons, and 
grammatical structures.  

Natural language refers to all languages spoken by human 
beings throughout the globe. [26] believe that “… the human 
language, the first and the foremost product of the human 
mind...”. Wittgenstein, who is a philosopher, introduced the 
picture theory of meaning to emphasise that language 
represents the reality of what one perceives in their mind [27]. 
The scientists and philosophers pointed out the significance 
of language in human lives for their intellect, cognition and 
social engagement. 

Before the NLP technique was used in the application 
domains, such as e-commerce, other languages already had 
computational grammar to process syntax and semantics. 
Therefore, NLP tools, such as the parsers, POS taggers and 
NER of these languages, can be a basis for developing domain 
applications for the present-day digital age.  

One of the early formalisms is the advanced Definite 
Clause Grammar (DCG) formalism, which we used or 
modified to develop the framework for this project before 
considering Dependency Grammar. DCG has a smooth and 
seamless implementation in the environment of the 
declarative very high-level language such as Prolog, which 
facilitates its implementation. Dependency Grammar is 
similar to the semantic relation between words in a sentence 
and is appropriate for computational semantic analysis. We 
believe that the research output for this framework will 
contribute to employing the Malay language in the digital 
economy, and the indigenous parser can be applied in many 
application domains. Further, the output could be a tool for 
studying the Malay language in the digital world. 

1) Phrase Structure Grammar 

Phrase structure grammar is a form of rewrite rule for 
explaining the syntax of a particular language [9]. The term 
rewriting rule in computer science refers to a broad range of 
techniques for substituting new terms for the subterms in a 
formula. By dissecting a sentence in natural language into its 
lexical and phrasal components, we can use phrase structure 
to understand the overall sentence structure. The grammar 
rules for phrase construction typically take the following form. 

A  B C means that constituent A comprises sub-
constituents B and C.  

Some examples for English are as follows, 
S  NP VP 
S  NP VP 
NP  (Det) N1 
N1  (AP) N1 (PP) 
(S = Sentence; NP = Noun Phrase; Det = Determiner; N1 

= Noun Terminal (word); PP = Prepositional Phrase) 
 
Many correct English sentences can be produced by using 

the symbol S to start a sentence, applying the grammar rules 
sequentially, and using replacement rules to replace abstract 
symbols with actual words. Any statement created in this 
manner is regarded syntactically accurate but meaningless, as 
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in the well-known example "Colorless green ideas sleep 
furiously." This sentence shows how phrase structure 
grammar rules can produce a sentence correctly even though 
the sentence lacks semantic meaning or is erroneous. The 
sentence can be dissected into its component pieces by 
applying the above phrase construction rules, as shown in 
Figure 1. 

 
Fig. 1  Phrase tree structure 

 

2) Dependency Grammar 

Dependency grammar (DG) is a grammatical theory first 
articulated by [28]; it is based on the dependency connection 
[29] instead of the constituency relation of phrase structure. 
Dependency is the idea that words are linked to one another 
in a specific way, and the verb is the focal point of the phrase. 
Regarding the directed links, every other word is directly or 
indirectly related to the verb (the centre) [30].  

A dependency structure's relationship between a word (the 
head) and its dependents is what defines it. Due in part to the 
absence of a finite verb phrase constituent, dependency 
structures are flatter than phrase structures and thus ideally 
suited for analysing languages with unconstrained word order, 
such as Warlpiri or Czech. DGs use a variety of conventions 
to represent dependencies. Figure 2 shows some of the DG 
schemata conventions. 

Predicates and their arguments help us understand semantic 
dependencies [31]. A predicate's arguments are subject to it in 
terms of semantics. Figure 3 shows the word order in the 
following examples, which demonstrates the typical syntactic 
dependencies, and the arrows denote the semantic 
dependencies. In tree (a), arguments John and Mary rely 
syntactically on the predicate “likes” and depend on it. This 
dependency indicates an overlap and directionality between 
the syntactic and semantic dependencies (down the tree). 
However, attributional adjectives are predicates that take their 
head noun as their argument. Therefore, in tree (b), "small" is 
a predicate that takes "ball" as its one argument; the semantic 
dependency points up the tree and thus contradicts the 
syntactic dependency.  

The conditions in (c) are similar, where the prepositional 
predicate "on" accepts two arguments, "cup" and "table". One 
of these semantic dependencies points down the syntactic 
hierarchy, while the other does the opposite. Finally, the 
predicate "to take" in (d) accepts only one argument, "Backer". 
However, it is not directly related to "Backer" in the syntactic 

hierarchy, proving that semantic dependency is completely 
separate from syntactic dependencies. 

3) Lambda Calculus 

Logical Categorical Grammar can handle syntax and 
semantics simultaneously by using a well-defined template of 
words and grammar based on Lambda Calculus, a theory of 
functions as rules proposed by Church in 1930 [32]. Lambda 
calculus is well-known as the world's smallest programming 
language expressing concepts as mathematical functions that 
may represent any computable issue [33]. It is a valuable tool 
for defining and verifying programme properties [34]. All 
search engines must have a methodology for comprehending 
the content and semantics of a query, and lambda calculus is 
one potential method for describing semantic representation 
[35]. This research used Lambda calculus to describe the 
semantic representations for lexical items and the translations 
of such expressions in terms of substructure translation in 
syntax. The researchers believe that the development of 
Malay language grammar in a computer framework using 
lambda calculus is an underexplored territory. 

4) Grammar Development Approach 

The best progressive test for improving Pola Grammar is 
based on a combination of deductive and inductive methods. 
The inductive method relies on documents, and the deductive 
is based on theoretical linguistics. The variety of documents 
used in the development and test increase the possibility of 
obtaining more grammatical patterns complying with and 
contributing to novel theoretical linguistics suitable for 
various applications in the digital age [36]. 

5) Dependency Grammar 

Dependency grammar (DG) is a grammatical theory first 
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head noun as their argument. Therefore, in tree (b), "small" is 
a predicate that takes "ball" as its one argument; the semantic 
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dependency points up the tree and thus contradicts the 
syntactic dependency.  

The conditions in (c) are similar, where the prepositional 
predicate "on" accepts two arguments, "cup" and "table". One 
of these semantic dependencies points down the syntactic 
hierarchy, while the other does the opposite. Finally, the 
predicate "to take" in (d) accepts only one argument, "Backer". 
However, it is not directly related to "Backer" in the syntactic 
hierarchy, proving that semantic dependency is completely 
separate from syntactic dependencies. 

6) Lambda Calculus 

Logical Categorical Grammar can handle syntax and 
semantics simultaneously by using a well-defined template of 
words and grammar based on Lambda Calculus, a theory of 
functions as rules proposed by Church in 1930 [32]. Lambda 
calculus is well-known as the world's smallest programming 
language expressing concepts as mathematical functions that 
may represent any computable issue [33]. It is a valuable tool 
for defining and verifying programme properties [34]. All 

search engines must have a methodology for comprehending 
the content and semantics of a query, and lambda calculus is 
one potential method for describing semantic representation 
[35]. This research used Lambda calculus to describe the 
semantic representations for lexical items and the translations 
of such expressions in terms of substructure translation in 
syntax. The researchers believe that the development of 
Malay language grammar in a computer framework using 
lambda calculus is an underexplored territory. 

7) Grammar Development Approach 

The best progressive test for improving Pola Grammar is 
based on a combination of deductive and inductive methods. 
The inductive method relies on documents, and the deductive 
is based on theoretical linguistics. The variety of documents 
used in the development and test increase the possibility of 
obtaining more grammatical patterns complying with and 
contributing to novel theoretical linguistics suitable for 
various applications in the digital age [36]. 

Fig. 2  Dependency grammar structure conventions  

 
 

Fig. 3  Semantic Dependency  
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III. RESULT AND DISCUSSION 

This section presents a detail discussed of the proposed 
framework. The proposed formalism and linguistic research 
framework comprise five phases, as shown in Figure 4. 

Phase 1: Thorough Comparative Analysis of the existing 
resources. Natural language processing and understanding 
based on the theoretical foundation of other languages. Carry 
out the work on Malay Language computational linguistics. 
Parsing algorithms in Natural Language Processing. 
Application of descriptive languages, such as Prolog, CLIPS 
and NLTK, in Natural Language Processing 

Phase 2: Formalisation of problems. The formalisation of 
problems in developing computational grammar and lexicon 
for the Malay language requires the researchers and Malay 
grammar experts to have discussions in a workshop to achieve 
in-depth insights. 

Phase 3: Formalisation of solutions. The objectives for the 
formalisation of solutions are as follows. Model a 
computational Malay grammar and lexicon using a fusion of 
sound theoretical linguistic foundations, such as Phrase 
Structure Grammar, Dependency Grammar and Lambda 
Calculus formalism. Develop the templates for Malay words 
and grammar to handle the syntax and semantics features of 
the language using the proposed framework. Parsing 
algorithm for the model proposed in the platform. 

Phase 4: Implementation and proof of concept. Develop the 
prototype and proof of concept. Develop the Malay 
computational grammar using the formulated templates. 
Collect and populate the Malay words using the formulated 
templates. 

Phase 5: Evaluate the prototype. Establish formal proof. 
Establish experimental proof based on the collected data. 
 

 

 
Fig. 4  Flow chart of the proposed formalism framework 

 

IV. CONCLUSION 

This paper proposed a formalism framework based on the 
enhanced Pola Grammar with syntactic and semantic features 
for the Malay language. This objective was formulated 
following the theoretical linguistic foundations of the Malay 
language to implement the templates for Malay words to 
handle the syntax and semantic features complying with the 

enhanced Pola Grammar. Another objective was to develop a 
Malay Language Parser Algorithm appropriate for various 
applications in the digital age. Therefore, the researchers 
recursively formalised the computational Malay grammar and 
lexicon based on a fusion of sound theoretical linguistic 
foundations, such as Dependency Grammar, to achieve the 
objectives. The research outcomes contribute to the 
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applications of the Malay language in the digital economy 
with the manifestation of an indigenous Malay parser. 
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