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Abstract—Each sensor node in WSN is typically equipped with a limited capacity small battery. Energy-efficient communication is 

therefore considered a key component of network life extension. In addition, as the utilization of the sensor network increases, duplicate 

data and abnormal data is also collected to reduce the accuracy of the data in various environments. AI is used to recognize data 

anomaly values and increase packets' accuracy by removing out-of-range data. This can improve performance through optimal data 

transmission, resulting in increased network life, energy efficiency, and reliability. This paper proposes a protocol called MLQ-MAC 

that reflects the above. MLQ-MAC uses AI techniques to consider different types of data packets. The data collected by the sensor 

removes the measurement anomaly and duplicate data and stores it in a different transmission queue by priority. Efficient data transfer 

is possible by using an AI Discriminator for accurate classification before being stored on a transmission queue. The AI-Discriminator 

classifies a variety of factors, including the collection environment, characteristics of network applications, and so on. It also uses two 

new technologies: self-adaptation and scheduling for efficient transmission. In the protocol, the receiver adjusts the duty cycle according 

to to transmit urgency to improve network QoS. Finally, the simulation results show that the MLQ-MAC protocol reduces energy 

consumption at the receiver by up to 3.4% and per bit by up to 2.3% and improves packet delivery accuracy by up to 3%. 
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I. INTRODUCTION 

In this paper, we propose a mechanism to use artificial 

intelligence (AI) to transmit using priority queues [1], [2] to 

improve transmission efficiency after the accurate 

determination of data. This mechanism is divided into two 

parts. First, it combines artificial intelligence (AI) technology 

to determine the exact content of data by determining and 

transmitting data and applying a transmission algorithm to the 
characteristics of the data. The second is to improve energy 

efficiency by adjusting the duty cycle for energy-efficient 

transmission [3]. This is one of the best ways to extend the 

life of the entire network in a battery-operated sensor network 

[4], [5]. The collection of disaster signals during the extended 

range of the sensor network has several important limitations 

[6]. It should be checked to process an urgent disaster signal 

quickly and determine whether the collected data is a 

meaningful value for system operation and whether the 

measurement value is exact [7]-[9]. 

 

 
Fig. 1  Sensing Data in Disaster System 

 

The system is connected to a network, which 

communicates with each other as their own language or 

protocols and determines how data is transmitted and received. 

Depending on the exact analysis and processing of the data, 

temperature and fire suppression can be detected, and disaster 

diffusion can be prevented in the bud. If there is an error in 

the transmission data value and a problem with the new 
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signaling in the BS, there is a problem that does not guarantee 

the people's safety and drops the trust of the entire network. 

The range of the wireless sensor network is expanding and is 

also important in the disaster system, environmental 

monitoring, and wildlife tracking. Disaster situations are 

becoming more common, diversified, and large, and the need 

for a system to prepare for disasters is increasing as the 

damage is also increased if a disaster. The advancement of the 

disaster response system is deployed to prepare for the 

disaster situation that occurs regardless of the time and place 

and to establish systems that detect disaster situations or 
inform safety evacuation routes [4], [5]. However, as the 

disaster situation is diversified, the number of sensors that 

need to be managed as well as the number of sensors that need 

to be managed increases exponentially. In addition to the 

effective processing of data generated by the sensor, errors in 

data due to malfunction of the sensor also degrade the trust of 

the network as a whole, and the loss of resources [4] due to 

data processing impacts the life of the entire network. In 

addition, it is necessary to establish a system that can 

efficiently manage and utilize sensors because it can cause 

confusion among people if the system fails to detect a number 
of sensors properly or if the system is malfunctioning. In a 

disaster situation, we propose a way to reduce processing and 

transmission errors through accurate data determination using 

artificial intelligence. The proposed system is an artificial 

intelligence system that allows data to be fractionated by 

artificial intelligence to determine whether a message is a 

disaster signal, a general signal, or a general signal, which 

determines the priority and increases the efficiency of 

transmission.  

II. MATERIALS AND METHOD 

A. Data transmission and Duty Cycle in Sensor Node 

The sensor node comes up after a period of time to save 

energy [8]. After the wakeup, collect data from other nodes. 

If data is not collected for a period of time, it switches to sleep 

mode to save energy.  

 

 
Fig. 2  Sensor Node Duty Cycle  

 

To save energy, the S-MAC [10], [11] protocol iteratively 

repeats the active mode and sleep mode to address the 

unnecessary idle listening problem of the sensor network. In 
the periodic frame, the active mode and the sleep mode, which 

are inactive intervals, are operated at a fixed length. The sleep 

mode does not transmit data by powering down the sensor but 

saves energy by storing it in a buffer, thereby prolonging the 

overall network life. The active mode verifies whether or not 

the data is stored in the buffer and sends the data to the 

neighboring sensor node. However, there is a drawback that 

it cannot be applied to changes in traffic. 

The T-MAC [12] protocol ensures reliability by the sensor 

nodes exchanging the RTS packet and the CTS packet to 

avoid collisions using data transfer and ACK (: Acknowledge). 
The T-MAC protocol can increase efficiency by reducing the 

energy consumed in idle listening if no data transmission and 

reception is detected in active mode. However, if the data 

occurrence interval is not constant, the transmission 

efficiency will be low due to the occurrence of a transfer after 

one frame. The SMAC has been sent to the active section, but 

TMAC does not have a constant interval when data occurs, so 

it is changed to the sleep interval after the Ta time and is not 

sent in the previous frame and is transmitted in the next active 

section. 
 

 
Fig. 3  Data transmission in SMAC and TMAC 

 

The QAML-MAC [13] method can work well in an 

environment where low-priority data is not transmitted, even 

if it is not transmitted. However, event data that exceeds the 

threshold is transmitted continuously until the event is lost, 

resulting in a phenomenon that occupies network traffic. 

 

 
Fig. 4  Packet Classifier in QAML-MAC 

B. Machine Learning Algorithms for WSNs 

Machine learning algorithms for WSNs is shown in Fig. 7. 
It shows machine learning is divided into the following 

categories [14]-[16].  

 Supervised Learning 

 Unsupervised Learning 

 Reinforced Learning. 

A decision tree suitable for the algorithm to be applied in this 

paper during machine learning is one of the teaching methods. 

Supervision learning learns a function that maps input to 

output based on input-output training data pairs. In supervised 

learning, each example is a pair consisting of an input object 

(typically a vector) and the desired output value (also called 
the supervisory signal). The supervised learning algorithm 

analyzes the training data and generates an inferred function, 

which can be used to map the new example. The optimized 

scenario allows you to categorize classes of unknown 

instances correctly. This requires that the learning algorithm 

generalizes from training data to a situation that does not 

appear to be "rational". The decision tree algorithm is a 

subcategory of the classification of supervised learning 

branches in machine learning. 
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Fig. 5  Machine Learning Algorithm  

C. Decision Tree 

This paper uses a decision tree in a machine learning 

algorithm. Decision trees [16] are algorithms that correspond 

to the teaching of machine learning. Machine Learning Map 

Learning is a representative algorithm that gives you both a 

feature (input) and a label (output). It is an algorithm that 

classifies data. To output a class of input samples, output a 

class probability distribution with leaf nodes or determine a 

class to output. By calculating a simple question on a node, 
each time a question is processed, go down one step down and 

usually ends up in dozens of steps, so it is a very small amount 

of arithmetic. The decision tree has several characteristics [8], 

[15].  

1) First, handle both metering data and non-metering data. 

When dealing with data that is not numeric, do not need to 

consider the numerical size of the data. For example, data that 

cannot be unified, such as (acids, weather, and temperature of 

60 degrees), can be used as a training set pair.  

2) Second, interpret the classification results. When 

looking at the questions in the absence, explain to the user 
why submitting these classification results is based on the root 

node's leaf node. This property is very useful and will 

automatically explain the classification results to the user in 

many applications to increase satisfaction.  

3) Third, the decision tree is an unstable classifier. Even 
if the price of a training set or a stop condition changes a little 

bit, the tree's shape varies greatly. However, this is useful in 

other applications, such as ensemble methods. This is because 

combining an unstable classifier can lead to good 

performance. 

The following is a DECISION TREE algorithm: 

 Input: Decision Tree R, Test Sample x  

 Output: Class k of Sample x 

 

T = R 

While (T ≠ Nil) 

   x is the question of T and the result is r. 

   If (r= Yes) Left child node of T = T 

   Else T = T's right-hand node 

   If (T is the leaf node) 

      K = class of k = T 

          T = Nil 

 

A decision tree is made by comparing the relationship 

between the received data and the threshold. 

 

 
Fig. 6  AI Decision Tree  

D. Data Classification and training  

Using an artificial intelligence algorithm can transmit 

efficient data through data classification and training [15], 

[16]. When data is collected from another node after the 

wakeup, it classifies normal data and event data by a given 

algorithm, which means information that exists in the 

threshold range or is usually sent at a fixed time. Event data 

refers to values outside the threshold range, meaning urgent 

data.  

However, data of errors can occur in the wireless sensor 

network environment using the sensor node. For example, it 

is not urgent data but can result in event data due to errors in 

the sensor node. In this case, time and energy consumption 
can occur to transmit event data.  

The pre-learned optimal machine learning model predicts the 

classified and normal event data. The predicted data is divided 

into actual normal data and actual event data. The machine 

learning model has learned the collection data of sensor nodes 

in the existing wireless sensor network and sets the optimal 

model and optimal parameters by evaluating the learned data.  

 
Fig. 7  AI data training Process  
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E. Proposed MAC Protocol 

1) Eliminate redundant data with cosine similarity 
functions: Normal data and event data can be channel 

allocated by AI. The data received from the sensor is divided 

into Normal data and Event data based on thresholds. Normal 

data is divided into non-regular data that is transmitted at a 

certain amount of data, depending on the nature of the signal, 

and regular data that the data transmission time is fixed 

according to the time limit. Redundant data reduces the 

efficiency of the network at the time of transmission, thereby 

reducing network efficiency overall [17]. It is removed 
immediately if duplicate data is found using the cosine 

duplication function, and it also improves transmission 

efficiency by eliminating redundant data in the incoming data. 

The following formula shows the cosine similarity function. 

X, Y is an input/output pair; if the resulting value is 1, it is 

considered redundant and does not transmit data. 

 ����, �� 	 ∑ ∑ ���������� ∙�����
�∑ �������� �∑ ��������

 (1) 

If the total amount of transmission is reduced, the network 
load will decrease, speeding up the transmission speed, 

increasing efficiency, and increasing the overall network life 

span. 

2) Machine Learning Training Conditions: In this paper, 

75 % of the existing data was used for the evaluation of the 

learning machine learning algorithm, and 25 % used the tester 

data. This is based on the ratio of training data for the 

classification of common sensor data and can vary the ratio 

depending on the sensor's environment. 

3) Training Result and selection of parameters: The 

evaluation data selected the optimal parameter with an 

accuracy of about 73 % in the first study and a model with 
about 91 % accuracy after the optimal parameter selection. 

The data collected by the optimal machine learning model is 

classified as regular normal data, non-regular normal data, 

semi-event data, and very urgent event data.  

4) Channel Allocation scheme: If event data and normal 
data are collected, the channel is allocated by machine 

learning. The classified data is sent on the allocated 

channel[18-20], and if there is a large amount of transmission 

data, the channel that has not been transmitted in time will be 

assigned data to the channel of TDMA according to the 

environment, such as time, location, and time, in the event 
data and normal data generation by the AI machine learning 

model. This is highly efficient when there is many 

transmission data. 

5) Data Transmission Scheme: The transmission of the 
classified data is used by the CSMA scheme [21] of the 

existing wireless sensor network. This method is a channel 

allocation technique that ensures the QoS of the transmission 

data by the priority of the channel's sleep section and the 

wakeup interval. 

 Normal data /non-Regular data 

For regular normal data and non-regular normal data, it 

occurs at a given wake-up time and attempts to transmit. The 

receiving node receives the above data by waking up at a 

given time with a fixed sleep/wake-up time.   

 Semi Event data 

In the case of the semi-event data, the data transmission is 

attempted by a half-wave up than the defined wakeup time. It 

can be sent more quickly to the receiving node because it takes 

up half the wakeup time of the transmitting node. However, 

in this case, if the receiving node has been slopped just before 

the transmitting node's wake up, the transmitting node must 

have a sike of the receiving node. The receiving node receives 

the semi-event data by waking up at a given time with a fixed 

sleep/wake up time. The difference from the normal data 

transfer above is that the existing CSMA scheme does not 
schedule the nodes' sleep/wake up time. So, for normal data, 

if the transmitting node wakes up later than the receiving node, 

the transmitting node must wait and transmit a sike of duty 

cycle. An attempt is made to transmit data by adjusting the 

interval of the wakeup interval for quick receipt and 

transmission of the given event data.  

In general, for data that requires emergency, the size is very 

short. Because the size of the data is short, the transmission 

time and the reception time on the receiving node can also be 

shortened, which can lead to quick action. For example, the 

SOS signal, which is a distress signal at sea, is very short. The 
Moss sign is also short and concise so that it can be easily 

transmitted. The purpose of the event data transfer is simply 

to use only the alert data or the emergency situation, so it 

attempts to transfer a different way from the large amount of 

data that is required for transmission efficiency (Throughput). 

In addition, it is important to reduce the delay in transmission 

because the most important criteria for transmission 

performance are emergency. 

 Emergency Event data 

For every emergency event data, the transmitting node 

immediately wakes up and attempts to transmit. So can use it 
to send and receive data faster. Emergency event data is 

important for both data discovery and transmission of data so 

that the wakeup cycle does not cause a delay in transmitting 

and receiving. Data classified using artificial intelligence 

reflects its characteristics and affects nodes' sending and 

receiving algorithms [22]. The data that requires the most 

urgency is also very important to the reliability of data 

recognition and transmission reception, so it is important to 

send safe and fast data to the sink node. 

The channel allocation algorithm, which considers normal 

and event data's transmission efficiency, is shown in Fig. 8. 

 

 
Fig. 8  Channel Allocation in MLQ-MAC 

III. RESULTS AND DISCUSSION 

A. Packet Classifier Algorithm  

Data Packet classifier in MLQ-MAC is performed in the 

following order. 
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1. The data collected from the sensor node is classified as 

normal data and event data in the classifier. 

2. Classification of data collected from a classifier uses a 

cosine-like function to remove redundant data. 

3. The normal data and event data are classified as non-

normal, June event, and emergency event data that need to 

be transmitted according to the normal data/data amount 

of time required by the AI algorithm to be assigned to each 

channel. 

4. The operation of the channel is operated by adjusting the 

active interval and the sleep interval according to the 
nature of the data. The normal data repeats the wakeup and 

sleep at a fixed interval, and the event data increases 

efficiency by running the event and the emergency event's 

wake up/sleep interval.  

 
Fig. 9  MLQ-MAC 

 

This is the data for the data that measured the average delay. 

In the transmission of data with priority, the MLQ-MAC 

exhibits some good performance. 

 

 
Fig. 10  Average Delay 

The energy consumption per node is shown in fig. It can be 

seen that the sender node in MLQ-MAC consumes slightly 

higher energy of up to 3.7% compared to SMAC. The number 

of nodes for measurement was limited to 25. 

 
Fig. 11  Energy Consumption 

IV. CONCLUSION 

In this paper, we proposed an algorithm to enhance data 

reliability by increasing data transmission efficiency and 

using artificial intelligence to further refine the characteristics 

of data stored in priority queues. Data collected for this 

purpose efficiently manages channel resources by removing 

duplicate data from the classifier. In addition, data using 

artificial intelligence can be used to improve the efficiency of 

the entire network by operating channels to meet the 

characteristics of the data. The area where AI can be applied 

to sensor networks is getting bigger and bigger. As sensor 

network applications require the provision of various services, 

QoS support [22], [23] has become an essential element. 

Data's nature and exact classification is an important factor in 
improving the efficiency of the entire network and the service. 

In this paper, we proposed a MAC protocol to increase the 

accurate judgment of data and the efficiency of transmission 

using artificial intelligence. The incoming data is removed 

before it is stored in the transmission queue and divided by 

time. The transfer efficiency was good because the priority 

was divided and stored in the queue. A transmission queue 

with different priorities applies different wake-up cycles to 

the nature of each data, thus reducing transmission delays.   

Future research will focus on the delay and energy 

efficiency of data in the sensor network, as well as other 
applications in the wireless network (e.g., body network, etc.) 

to provide customized transmission according to data 

characteristics. 
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