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Abstract— The menu is one of the most fundamental aspects of business continuity in the culinary industry. One of the tools that can 

be used for menu analysis is menu engineering. Menu engineering is an analytical tool that assists restaurants, companies, and small 

and medium-sized enterprises (SMEs) in assessing and making decisions on marketing strategies, menu design, and sales so that it can 

produce maximum profit. In this study, several menu engineering models were proposed, and the performance of these models was 

analyzed. This study used a dataset from the Point of Sales (POS) application in an SME engaged in the culinary field. This research 

consists of three stages. First, pre-processing the data, comparing the models, and evaluating the models using the Davies Bouldin index. 

At the model comparison stage, four models are being compared: K-Means, K-Means++, K-Means using Singular Value Decomposition 

(SVD), and K-Means++ using SVD. SVD is used in the dataset transformation process. K-Means and K-Means++ algorithms are used 

for grouping menu items. The experiments show that the K-Means++ model with SVD produced the most optimal cluster in this 

research. The model produced an average cluster distance value of 0.002; the smallest Davies-Bouldin Index (DBI) value is 0.141. 

Therefore, using the K-Means++ model with SVD in menu engineering analysis produces clusters containing menu items with high 

similarity and significant distance between groups. The results obtained from the proposed model can be used as a basis for strategic 

decision-making of managing price, marketing strategy, etc., for SMEs, especially in the culinary business. 
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I. INTRODUCTION

The menu is one of the most fundamental aspects of 
business continuity in the culinary industry [1], [2]. A well-

designed and managed menu could generate greater profit for 

the business and provide product information to consumers 

[2], [3]. The menu belongs to the marketing tools that require 

a design and strategy regarding cost and price structure [4]. In 

the Restaurant Revenue Management (RRM) framework, one 

of the tools that can be used to perform menu management 

and analysis is the Menu Engineering model [5]. 

Menu engineering is an analytical technique that helps 

companies or SMEs evaluate and make decisions regarding 

marketing strategies, menu design, and sales [5]–[8]. Menu 
Engineering is a menu analysis model introduced by 

Kasavana and Smith [9]. The main idea of the analysis model 

is that the higher the item’s contribution margin, the more the 

item needs to be sold [9]. The analysis model groups the menu 

items into four categories: Star, Plowhorse, Puzzle, and Dog. 

The menu engineering matrix [9], [10] can be seen in Fig. 1. 

Fig. 1  Menu Engineering Matrix 

The analysis technique in the engineering menu focuses on 

three elements [11]: customer demand, menu mix analysis, 
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and item contribution margin. Customer demand is the total 

menu sold, while the menu mix is the level of popularity of 

each menu item, and the contribution margin is the difference 

between the selling price of the menu and the cost of goods 

sold. There are several studies on menu engineering. Tom and 

Annaraud [12] proposed nine-quadrant menu engineering by 

applying fuzzy multi-criteria decision-making (FMCDM). 

The study grouped menu items using the elements of sales 

volume, cost of goods sold, and contribution margin. The 

research results stated that using FMCDM in the engineering 
nine quadrant menu increased the average menu sales. 

Setiyawati and Bangkalang [13] proposed an engineering 

menu model by adding categorical and revenue variables as 

additional analysis variables. The study developed four 

clusters, each with a different popularity and contribution 

margin.  

The cluster output is used to create strategic 

recommendations for the menu to increase sales. Setiyawati 

[1] also proposed an engineering menu model using the K-

Nearest Neighbors Algorithm. The findings of this study 

suggested a new approach to engineering menu analysis using 
a classification of menu items according to the characteristics 

of the menu mix and item contribution margin. Each menu 

item analyzed was classified into the Star, Plowhorse, Puzzle, 

and Dog item groups. Each item group can be given strategic 

recommendations in managing prices, menu marketing, etc. 

Similar to previous studies, in this study, menu engineering 

modeling was carried out to produce menu category 

groupings of items that have high similarity. 

In this research, several menu engineering models are 

proposed, and the performance of these models is analyzed. 

The models are based on the K-Means and K-Means++ 
algorithms. K-Means is a method of distance-based clusters 

[14], [15] and center-based clusters [16]–[18], so the 

calculation of the closest distance and the determination of the 

initial centroid will affect the cluster formed [17], [19]. One 

of the drawbacks of K-Means is the random determination of 

the centroid initials. Therefore, D2 weighting on K-Means++ 

[20] is proposed as a probabilistic method for determining the 

initials of the centroid cluster.  

Based on previous research, the data transformation 

process is one of the determining processes in producing 

optimal clusters with high member similarity. In order to 

increase the variance of cluster members with similar 
characteristics, the dataset transformation process in the 

proposed models is optimized using Singular Value 

Decomposition (SVD) [21]. Compared to previous studies' 

proposed menu engineering process model, the data 

transformation still produces a wide distribution of data. 

Therefore, the proposed use of SVD in the normalization 

process in this study is expected to produce more optimal 

values in data pre-processing. 

II. MATERIAL AND METHOD 

This study used a dataset from the Point of Sales (POS) 

application in an SME engaged in the culinary field. Data 

from the database was extracted to obtain a dataset according 

to the required variables. The research steps used are 

described in Fig. 2. 

 

Fig. 2  Research Step 

A. Data Pre-Processing 

The data used in this study consisted of 73,000 transactions 

involving 120 menu items. The transaction details were then 

extracted using SQL queries to acquire three variable values, 

namely popularity (1), contribution margin (2), and revenue 

(3), with the following formula. 

 �� � ������ 
� �� ���� �
��
�
��� ������ 
� �� ���� �
�� � 100% (1) 

 �� � ���� �����  !""# �"$� (2) 

 % � &'�(�� $")# �  $�)) �����  (3) 

Where: 
MM  = Popularity 

CM  = Contribution Margin 

R  = Revenue 
 

Before the data is clustered because distance-based clusters 

are sensitive to the scale variance of dataset items, 

normalization is needed [22]. Normalization is a pre-model 

data where attribute transformation is carried out into a 

specific value scale [22], [23]. The purpose of data 

normalization is to get standardized features, free from 

redundancy and noisy objects [22], [24], prevent bias in the 

model building, and get relevant output features [25]. The 

normalization technique used in this research is Z-Score 

Normalization. It can be formulated as in equation (4). 

 *( � +�,+
-  (4) 

Where: 

*(  = new value 

xa   = old value 

*̅ = average 

σ     = standard deviation 

 

Z-Score Normalization is a normalization technique 

suitable for use if the minimum and maximum values of the 

attribute are unknown [23]. In other words, this technique 
transforms the normal variance to a standard scale [22] by 

looking at the distribution of the mean and the distribution of 

the item data set [26], [27]. The distribution and value of the 

data used in this research after it has been standardized are 

illustrated in Fig. 3. The data have a minimum value of -8,724 

and a maximum of 3,437.  
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Fig. 3  Plot distribution of Z-Score Normalization items 

 

Matrix decomposition [28] and the transformation of new 

features generated from original data [21], [29], [30] require 

the Singular Value Decomposition (SVD) method. This 

method has a good mechanism for producing similar value 

characteristics [21] and can improve the performance and 

normalization of the same information value [29]. The results 

of the normalization of variables and dimension reduction 

using SVD are shown in Table I. 

TABLE I 

THE VARIABLES VALUE AFTER NORMALIZATION AND SVD 

TRANSFORMATION 

Item ID MM CM R SVD_1 SVD_2 SVD_3 

1 -0,482 -0,353 -0,506 -0,048 -0,023 0,002 

2 -0,412 -0,940 -0,385 -0,045 -0,078 -0,025 

3 -0,341 0,843 -0,196 -0,017 0,083 -0,029 

4 -0,419 0,256 -0,284 -0,030 0,030 -0,037 

5 -0,574 0,395 -0,551 -0,048 0,047 0,001 

6 -0,646 -0,054 -0,646 -0,059 0,007 0,000 

7 -0,553 0,245 -0,546 -0,048 0,033 0,003 

8 -0,624 -0,951 -0,626 -0,066 -0,075 -0,016 

9 -0,613 1,441 -0,614 -0,042 0,143 0,028 

10 -0,574 1,142 -0,522 -0,039 0,115 0,005 

11 -0,482 0,056 -0,405 -0,040 0,014 -0,022 

12 -0,064 -0,054 0,144 0,003 -0,005 -0,067 

13 -0,447 -0,698 -0,425 -0,046 -0,056 -0,019 

14 -0,482 -0,502 -0,465 -0,048 -0,037 -0,014 

15 -0,341 0,843 -0,305 -0,022 0,083 0,005 

16 -0,155 -0,203 -0,094 -0,013 -0,016 -0,023 

17 -0,090 -0,054 0,109 0,000 -0,005 -0,064 

18 -0,301 0,096 -0,178 -0,021 0,014 -0,036 

19 -0,489 -0,173 -0,473 -0,045 -0,007 -0,007 

20 -0,164 0,245 -0,104 -0,010 0,025 -0,014 

.. .. .. .. .. .. .. 

119 -0,123 -0,652 -0,149 -0,018 -0,057 -0,004 

120 -0,139 -0,682 -0,223 -0,023 -0,059 0,014 

B. K-Means Model 

K-Means [31] is a data cluster method. The main idea of 

K-Means is to minimize the distance [32] mean squared 

between objects in the same cluster category [20], [33] to 

minimize variance within a cluster as well as maximize 

variance differences between clusters [34]. K-Means is 

sensitive to the initial determination of the starting point [19]. 

To resolve the drawback of K-Means, K-Means++ was used. 

In K-Means++, the initial cluster was determined by a simple 
probabilistic method to define the initial cluster [20]. The 

main difference between the K-Means and the K-Means++ is 

at the initial centroid determination stage [20]. In K-Means++, 

D2 Weighting was used. The stages in K-Means++ are 

described as follows: 

1) Determine the Number of Clusters K 

2) Determine the initial centroid for each Kn data point. 

D2 weighting: 

a. Choose an initial centroid c1 uniformly at 

random from the dataset 

b. Choose the next centroid cn, selecting cn = x’ ∈ 
X with probability formulated as follow (5): 

 
01+234

∑ 06+748∈9  (5) 

Where: 

: 6*′7< : Distance of Euclidean Distance ∑ :6*7<+∈= : Sum distance 

c. Repeat Step 2.b until a total of K centers were 

chosen 

3) Calculate the distance of each data object on each Kn 

4) Group the data according to the closest distance to the 

Kn cluster  

5) Calculate the new centroid for each Kn data point 

6) Repeat steps 3-6 until there is no movement in the Kn 

cluster members 

 

The basic concept of Menu Engineering is a group of items 

formed in a 2x2 matrix according to the intersection of 
popularity and item contribution margin [9]. The engineering 

menu has four categories of group items: Star, Puzzle, 

Plowhorse, and Dog. The number of categories is used as the 

number of clusters K = 4. Next, the initial centroid calculation 

was carried out using the D2 weighting step. The first step is 

randomly determining the initial centroid of D1 from the 

dataset. 

Furthermore, for the initials  D2 to Dn, a mathematical 

calculation was used through proportional probability (5) on 

the square of the distance above the sum of the squared 

distances for the previous Dn [35]. The process of determining 

D2 weighting will stop if the total initial centroid is as many 
as K that has been selected. The initial iteration process was 

carried out by calculating the distance of each dataset to the 
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centroid Kn. Several methods of calculating distance and 

Euclidean distance are used in this research as it has good 

performance in terms of iterations, total squared errors, and 

the time required to build the model [36]. The Euclidean 

distance method is formulated as shown in equation (6): 

 :6�, ?7 �  @1AB�  ABC3< D ⋯ D  1AF�  AFC3<  (6) 

Where: 
:6�, ?7: Distance data i to centroid k 

AF�: Data i to attribute data k 
AFC: Centroid j to attribute data k 

 

Using the Euclidean distance method (6), the distance of 

each D(i,k) to the Kn centroid is calculated. D(i,k) was 

grouped according to the closest distance on the Kn centroid. 

Then a new centroid calculation for Cn was carried out from 

the average members in the Kn cluster with the following 

formula (7). The final stage of K-Means is to perform 

iteratively until no members in the Kn cluster migrate. 

 G�H �� �  ∑06�,F7
�  (7) 

III. RESULT AND DISCUSSION 

A. K-Means Model Comparison 

This study compares the menu engineering model based on 

the K-Means and K-Means++ which were optimized using 

Singular Value Decomposition (SVD). K-Means is an 

algorithm whose cluster members are formed from the closest 

distance between the data and the centroid point [37], which 

means it is susceptible to deviations from feature calculations 

[23], [24]. Therefore, the use of D2 weighting for determining 

the initials of the centroid cluster and data transformation 

using SVD in the pre-clustering process can significantly 
affect the model. The scatter plot cluster formed by the 

models can be seen in Fig. 4a-d. 

 

 
Fig. 4 (a)  Scatter plot cluster K-Means  

 
Fig. 4 (b)  Scatter plot cluster K-Means++ 

 

874



 
Fig. 4 (c)  Scatter plot cluster K-Means using SVD 

 
Fig. 4 (d)  Scatter plot cluster K-Means++ using SVD 

 

The scatter plot in Fig. 4 shows that the item group 

clusters are mapped into four models and four cluster 

groupings. The main difference in the distribution of the plot 

models using SVD showed in Figures 4(c) and 4(d), and the 

main difference in the distribution of the plot models not 

using SVD showed in Figures 4(a) and 4(b) is in the scale of 
feature transformation. The dimensions formed using SVD 

have a percentage threshold of 0.95, so the mean and variance 

values are closer to 0. This means that the data resulting from 

the SVD transformation was centered and not spread out [38]. 

As a result, clustering using the SVD transformation can 

produce cluster items with a high degree of similarity. The 

final centroid of the four clusters model is given in Table II. 

This final centroid becomes the model's cluster base center, 
as shown in Fig. 4. 

TABLE II 

FINAL CENTROID POINT 

 K-Means Kmeans & SVD K-Means++ Kmeans++ & SVD 

Centroid MM CM R SVD1 SVD2 SVD3 MM CM R SVD1 SVD2 SVD3 

C1 2.202 0.172 2.113 0.154 -0.096 0.409 2.202 0.172 2.113 0.154 -0.096 0.409 

C2 -0.371 0.609 -0.333 0.210 -0.006 -0.075 -0.371 0.609 -0.333 0.218 -0.005 -0.079 

C3 -0.438 -0.299 -0.434 -0.035 0.025 -0.002 -0.438 -0.299 -0.434 -0.034 0.012 -0.003 

C4 -0.648 -8.724 -0.655 -0.050 -0.114 -0.021 -0.648 -8.724 -0.655 -0.141 -0.786 -0.157 
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TABLE III 

MODEL FRACTION 

 K-Means K-Means & SVD K-Means++ Kmeans++ & SVD 

 Count Fraction Count Fraction Count Fraction Count Fraction 

Cluster 1 19 0.158 4 0.033 19 0.158 4 0.033 

Cluster 2 39 0.325 15 0.125 39 0.325 14 0.117 

Cluster 3 61 0.508 85 0.708 61 0.508 101 0.842 

Cluster 4 1 0.008 15 0.125 1 0.008 1 0.008 

Total 120  120  120  120  

The comparison of the cluster results using the K-Means 

and K-Means++ methods with and without SVD is shown in 
Table III. The table shows that cluster 1 has the same number 

of members and fractions for each pair of K-Means, and K-

Means++ with and without the SVD. The number of members 

and fractions for K-Means, and K-Means++ with SVD are 19 

and 0.158, respectively, while the number of members and 

fractions for K-Means, and K-Means++ without SVD are 4 

and 0.033, respectively. Cluster 2 has the greatest number of 

members for K-Means, and K-Means++ without SVD while 

cluster 3 has the greatest number of member for K-Means, and 

K-Means++ with SVD. Cluster 4 has the least number of 

members for K-Means, and K-Means++ without SVD. In 

addition, the K-Means and K-Means++ without the SVD 
method have the same number of members and fractions in 

each cluster. 

B. Evaluation Model 

In this study, the evaluation of the clustering model was 

carried out using the Davies-Bouldin Index (DBI). DBI is a 

method of evaluating cluster performance by looking at the 

maximum distance between clusters and, at the same time, 

minimizing the distance between members in the cluster [30], 
[39]. The main idea in the evaluation of DBI is that the smaller 

the DBI number, the more optimal the results of the cluster 

formed [30], [34], [40]. A good DBI number is close to 0 and 

is positive. The results of the evaluation can be seen in Table 

IV. 

TABLE IV 

PERFORMANCE EVALUATION OF THE CLUSTER MODEL 

Mean 

Centroid 

Distance 

K-

Means 

K-Means 

& SVD 

K-

Means++ 

Kmeans++ 

& SVD 

Cluster 1 0.434 0.012 0.434 0.003 
Cluster 2 0.098 0.003 0.098 0.005 
Cluster 3 0.073 0.003 0.073 0.001 

Cluster 4 0.000 0.001 0.000 0.000  
Mean  0.138 0.003 0.138 0.002 
DBI 0.221 0.268 0.221 0.141 

 

In Table IV, the average distance of the data to the centroid 

in the K-Means and K-Means++ models is the same. The DBI 

in the two models is also the same, so it can be concluded that 

the cluster formed using the two models has the same 

accuracy value, which is 0.221. The average distance in the 

model using SVD has a smaller value than the model without 

SVD, so it can be concluded that the cluster in the model using 

SVD produces low variance or has a high degree of similarity. 

However, in the K-Means model using SVD, the largest DBI 

is 0.268, which means it has a cluster accuracy level that is 
less than other models. Finally, the results of the K-Means++ 

DBI model using SVD resulted in the smallest number 

approaching 0, which is 0.141. So, it can be said that the 
cluster results using K-Means++ and SVD are more accurate 

models than the other three models. 

IV. CONCLUSIONS 

In this study, several menu engineering models are 

proposed. The models are based on K-Means and K-Means++ 

algorithms. As for the dataset transformation process, 

optimization was carried out using SVD. The experiment 

results show that optimizing the K-Means++ model with SVD 
resulted in the most optimal cluster. This is indicated by the 

average cluster distance value of 0.002 and the smallest DBI 

value of 0.141. Therefore, using the K-Means++ model with 

SVD in menu engineering analysis produces clusters 

containing menu items with high similarity and significant 

distance between groups.  

Based on these results, the results of menu engineering 

with the proposed method can be used as suggestions and 

strategic recommendations for continuity in the culinary 

industry. For example, 4 item menus in cluster 1 have high 

popularity and margin similarities. The possible strategy that 
can be carried out in this cluster is to maintain the quality of 

the menu, visualization, and portions according to applicable 

recipe standards[12]. Thus, SMEs Managerial can carry out 

the result for further analysis, such as decision-making for 

making menu package strategies & menu prices, reshuffling 

menus that provide more revenue, and marketing strategy in 

menu sales to increase SMEs profits. 

For further research, it is possible to compare the 

performance of the model proposed in research with similar 

studies. By getting the model with the best performance, the 

model can be implemented in management applications of 

menu engineering which can be used as a basis for strategic 
decision-making. 
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