














This could happen because the IndoBERTweet model was 

trained using Twitter data by crawling Indonesian tweets 

using the official Twitter API. 

Therefore, the BiLSTM layer helps the model to perform 

better. This was not the case with the CNN layer, as in our 

research, adding the CNN layer only improved the 

performance a bit, and the fine-tuned model still performed 

better than adding the CNN layer. Using the first dataset, our 

combined model with the BilSTM layer improved the 

performance slightly more than the fine-tuned 
IndoBERTweet. However, the second dataset significantly 

improved by 6% from the IndoBERTweet model and 5% 

increased performance from fine-tuned IndoBERTweet 

model.  

When training our model, we used a small number of the 

epoch because the size of our dataset is relatively small and 

imbalanced. This small number of epochs helps the model not 

overfit; additionally, we add a dropout layer to reduce the 

overfitting. We also tried using epoch with large numbers, 

such as 10, 15, and 20. As a result, our model training 

accuracy keeps improving while validation accuracy could 
not keep up with training accuracy. Most of the time, the 

validation accuracy went up and down until our model 

finished training. 

IV. CONCLUSION 

The combined model has been able to classify hate speech 

properly through text processing, such as cleaning and 

converting slang and misspelled words to their original form 

and tokenizing the sentence. The token gained from tokenizer 
vocabulary using BertTokenizer and fed into the model. The 

result obtained from the model is evaluated using a confusion 

matrix. Based on the analysis, the model composed of 

IndoBERTweet and BiLSTM obtained much better results 

with the highest score of accuracy, recall, precision, and F1 

score are 93.7%, 92.9%, 93.8%, and 93.3%, respectively. The 

model with IndoBERTweet and CNN, meanwhile, gained the 

lowest result with accuracy, recall, precision, and F1 scores 

of 88%, 87.7%, 87.5%, and 87.6%, respectively. Although the 

model used the CNN layer, there is no significant increase in 

performance gained from only using IndoBERTweet. There 
is also a slight difference between the results using different 

datasets. The difference varies between 2% to 5%, and the 

data quality, such as the type of word and the cleaning process, 

played a decisive factor in this matter. It is hoped that this 

research could lead to more research that focuses on datasets. 

Another use of other RNN layer is also a consideration to 

increase the performance of hate speech classification further. 
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