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Abstract— This study describes the optimization of hand gesture recognition on Raspberry Pi 4 technology has advanced over the past 

years, and some computers are now able to compute much more complex problems like real-time object detection. However, for small 

devices, optimization is required to run in real-time with acceptable performance in terms of latency and low-cost effect on accuracy. 

Low latency is a requirement for most technology, especially when integrating real-time object detection as input into Self-Service 

Technology on Raspberry Pi for the store. This research was conducted on 288 pictures with six types of chosen hand gestures for 

command inputs that have been configured in the Self-Service Technology as a training dataset. In the experiment carried out, 5 CNN 

object detection models were used, namely YOLOv3-Tiny-PRN, YOLOv4-Tiny, MobileNetV2-Yolov3-NANO, YOLO-Fastest-1.1, and 

YOLO-Fastest-1.1-XL. Based on the experiment after optimization, the FPS and inference time metrics have improved performance. 

The performance improves due to a gained average value of FPS by 3 FPS and a reduced average value of inference time by 119,260 

ms. But such an improvement also comes with a reduction in overall accuracy. The rest of the parameters have a reduced score on 

Precision, Recall, F1-Score, and some for IoU. Only YOLO-Fastest-1.1-XL have an improved value of IoU by about 0.58%. Some 

improvements in the CNN and dataset might improve the performance even more without sacrificing too much on the accuracy, but 

it's most likely suitable for another research as a continuation of this topic.  
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I. INTRODUCTION 

Technology has advanced over the past years. A computer 

is one of the technologies that got improved. The number of 

transistors with each new CPU generation increased without 

rapidly changing the die size [1]. Such advancements allow 

some computers to compute much more complex problems on 

different sizes of machines. With such ability, these 
computers can run many tasks at the same time. Tasks like 

encoding video, encrypting files, and large and complex 

number computations are examples that require a lot of 

processing power [2]. However, there are still some new 

computers that are too slow to run complex problems. This 

problem is usually on small devices. Because the smaller the 

size, the slower it is due to compensating package size. These 

slower devices can only run complex problems when the 

system is optimized to run on the computer. Fortunately, 

hardware acceleration is often implemented into the 

semiconductor to accelerate processing in the supported 

environments. Thus, computers can execute commands better 

and faster, even on a small device.  

Rapid technology advancements also allow Artificial 

Intelligence (AI) to integrate into Computers. Real-time 

object detection is an example of AI implementation. Object 

detection works by generating potential bounding boxes and 

then running a classifier on these proposed boxes [3]. This 

study uses hand gestures image as the training and to give 

some message. The image can be used for identification, 

recognition, or classification of traditional clothes [4]. These 

data get extracted in the training process for their distinct 
characteristics. These characteristics are what define an object. 

Therefore, it could better recognize them within the frame. 

After training the AI, the weight files contain all the extracted 

features for testing the real-time object detection. Therefore, 

the machine will be able to recognize human hand gestures 

with the help of a camera. Then, it can do any programmed 

execution just from detected human hand gestures. Such 

interaction is called Human and Computer Interaction (HCI). 
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Over the years, human-computer interaction technology 

has focused on the design interface aspect and how humans 

interact with machine. Self-service technology is a 

technological interface that customers have to interact with to 

produce an independent service that is different from the usual 

direct service involving an employee [5]. There are many 

implementations of self-service technology. One of them is 

self-service technology for ordering products. This 

technology has benefits for the store owner and the user. Not 

only that, it could reduce operating costs and improve the 

quality of service. It is because the nature of this technology 
only involves computers in the ordering system. This study 

enables human-computer interaction by establishing a 

touchless system using hand gestures. Such a combination 

prevents direct contact between different users. Therefore, 

this technology could help create a more hygienic 

environment in stores. 

The main focus of this study is to produce self-service 

technology that can be used for a raspberry pi environment 

with acceptable performance. A self-service technology 

application tests the performance by simulating the system's 

response feel and latency. The load gets heavier as the self-
service technology also runs in parallel with the hand gesture 

recognition system, and it impacts the processor performance 

of the raspberry pi worse. Therefore, this study uses several 

small CNN models such as YOLOv3-Tiny-PRN, YOLOv4-

Tiny, MobileNetV2-Yolov3-NANO, YOLO-Fastest-1.1, and 

YOLO-Fastest-1.1-XL to test accuracy and inference 

performance. Although these CNNs are for microprocessors 

like raspberry pi, it is still required to tweak the network to 

get the most optimal performance. Improving such can 

generate hints for recommendation systems, stand-alone 

process management, and human input reduction [6]. This 
means that there must be a balance between performance and 

accuracy. Therefore, optimizations are combined to form 

research on optimizing hand gesture recognition using 

raspberry pi for Self Service Technology in a store. 

II. MATERIALS AND METHOD 

A. The Materials 

The technology of hand gesture recognition has been 

implemented as one of the solutions to different kinds of 

problems. One of the implementations of this technology is 
used in a study to use hand gesture recognition to send a signal 

for help. Using a Deep Neural Network as one of the system's 

machine learning types results in an accuracy of 98.79% in 

recognizing the hand gesture. This study concluded that using 

hand gesture recognition would be simplified and accelerate 

the process of asking for help, create a safe and fast way by 

using only one hand, and reduce the risk of unwanted things 

happening that could further increase the danger to the person 

involved [7]. The satisfying result of this study shows that 

using hand gesture recognition could increase the 

performance of a certain process. This research will 
implement the hand gesture recognition system in a self-

service ordering system. 

There are a number of papers that conducts study on the 

topic of hand gesture recognition. There is one study that 

compares different algorithms that are applicable to sign 

language hand gesture recognition. This study provides an in-

depth analysis that offers important insights to the researcher, 

developers, and any other interested parties on sign language 

hand recognition algorithms [8]. Besides using hand 

recognition technology to detect and identify the meaning of 

sign language, hand recognition technology is used in many 

different applications. Using hand gesture recognition for 

human-robot interaction [9]–[11], medical treatment [12]–

[14], and automotive human-machine interaction [15] are a 

few of the many different uses of hand recognition technology. 

A study was conducted to analyze the performance of 

YOLOv4, YOLOv4-tiny-PRN, YOLOv3, and YOLOv3-tiny 
on three types of Accelerator-based SDCs, which are 

NVIDIA Jetson Nano, NVIDIA Jetson Xavier NX and 

Raspberry Pi 4B (RPi). The conclusion of this study suggests 

that two aspects must be considered before choosing the 

hardware for implementing a system intelligence. The first 

aspect is that even though ASIC accelerators are low-

performance, they are SBC-friendly. One of the experiments 

in this study concluded that the mean confidence on RPi + 

NCS2 is 0%, while the other devices have mean confidence 

of 57.9%. The second aspect that needs to be considered is 

when implementing smart applications to an SBCs-based 
GPU. Because of the memory sharing between CPU and GPU, 

the architecture and other related parameters must be designed 

carefully to achieve satisfying accuracy and speed results [16].  

In another study under the title “Real-time object detection 

method for embedded devices,” there is an experiment to 

compare the performance of two types of YOLO methods for 

object detection (YOLOv3-tiny and YOLOv4-tiny) on 

embedded devices. When using Raspberry Pi 3B as the 

embedded device, the results for YOLOv3-tiny and YOLOv4-

tiny are 0.18 FPS for YOLOv3-tiny and 0.19 FPS for 

YOLOv4-tiny. With only a difference of 0.01 FPS, YOLOv4-
tiny proved to have better FPS than YOLOv3-tiny when used 

in a Raspberry Pi 3B device [3]. Comparing each model's 

performance with the same environment device will reveal 

which model is far more superior or optimal than the other 

when they are used in the same device. While in this study, 

there will be data showing which CNN models will perform 

well in an embedded device (Raspberry Pi) where the device 

is being used in self-service technology.  

Another study was conducted to analyze the performance 

difference between YOLOv4 and YOLOv4-Tiny in detecting 

images, recorded videos, and real-time video. These models 

are converted to TFlite models for implementation in Mobile 
Applications using Android Studio. In the training stage, the 

YOLOv4-Tiny took less than an hour for 1000 iterations 

compared to 2 hours when using YOLOv4 [17]. As for the 

testing stage, YOLOv4 achieved 96.92% of accuracy on real-

time video at 5071 ms while the YOLOv4-Tiny achieved 

74.72% of accuracy on real-time video at 491 ms. These 

results show that YOLOv4-tiny is still effective enough to 

detect objects with a much better inference time than 

YOLOv4 with an expense of slight decreases in accuracy. 

Therefore, this study concludes that YOLOv4-Tiny is a better 

choice than YOLOv4 for real-time object detection 
applications. 

B. Research Method 

Figure 1 describes the research on the optimization of self-

service technology in providing services in dealing with 
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infectious diseases. The process of optimizing self-service 

technology by utilizing hand gesture recognition technology 

has three stages consisting of a preparation stage, a training 

stage, and a testing stage. The preparation stage needs the six 

data. These data are required to prepare the things to learn and 

the network architecture for the training stage. In the training 

stage, the darknet framework uses the prepared six data for 

the training. After the training stage is complete, the testing 

stage uses the file from the training stage. 

 

 
Fig. 1  Research Component Diagram Study of Optimizing Hand Gesture 

Recognition 

 

Figure 1 shows the proposed system of self-service 

technology. This stage uses the proposed system to simulate 

the effects of the optimization in the real world. It starts by 

checking every frame on the webcam, then making a 
bounding box on the target object. Then finally, apply the 

gesture as a command to the Tkinter UI. For more details, the 

stages of each process can be seen in the following 

explanation. 

 
Fig. 2  Preparation Phase Flowchart 

1) Preparing images of hand gestures and train files: 

Figure 2 describes that before starting the process, it is 

necessary to prepare things for the experiment. In figure 2, it 

is required to have photos, pre-trained weight files and 

configuration, image labels, image paths, and train data. First, 

this experiment requires photos of a person with certain hand 

gestures. 

In this case, all images were obtained using a webcam. 

These images fall into six categories, as in Table I: 

TABLE I 
HAND GESTURE IMAGE SAMPLES 

Hand Gesture Category 

 

Hi Gesture 

 

Fist Gesture 

 

Three Fingers Gesture 

 

Ok Gesture 

 

L-Shaped Gesture 

 

C-Shaped Gesture 

 

Table I informs that each category has 48 pictures with a 

different person, hands, contrast, brightness, lighting, noise, 
image size, and image ratio. The only requirement is to have 

a picture with at least one hand doing a gesture. Also, all 

images must be in the format .jpg. After that, no post-

processing was made to the image. This is done to ensure the 

AI learns from different variables and becomes better at 

guessing in difficult cases. After that, images are labeled to 

output the text label file. Then, the paths of the images must 

be generated into a single text file. The information about the 

path and total class numbers are then written in a 

"trainer.data" file. Last, the pre-trained weight file must also 

be prepared and configured to the class total. 

2) Dataset Setup: Figure 3 Inform that this study uses six 

chosen hand gestures as the category for the hand gestures. 

Each of these categories consists of 48 photos.  
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Fig. 3  Hand Gesture Image Dataset 

These photos vary in lighting, image size, image ratio, 

background, hands, person, and distance. Therefore, a total of 

288 images were collected for this experiment. This is to help 

the machine recognize the hands better. Then after collecting 

the images, all of them must be labeled. Labeling is a 

requirement in the topic of object detection. Labeling 
provides a good description of image content through visual 

mapping features with semantic and spatial labels [18]. 

Therefore, it helps the machine to learn objects in the image. 

This process also outputs a single text file that contains the 

coordinate, size, and corresponding class number of the hand 

gesture in each image. The dataset also contains a single text 

file containing class names and numbers. Figure 3 is the 

screenshot of some of the dataset that is ready for training. 

3) Training convolutional neural network using darknet: 

Figure 4 informs the training stage, which outputs weight files. 

As stated before, it requires files which are images for train, 
image label, class identity, train data, model pre-trained 

weight, and a matching model configuration before training. 

This stage aims to use the six data that were previously 

prepared in the preparation stage to be trained using Darknet.  

 

 
Fig. 4  Training darknet Phase Flowchart 

The process will continue until the iteration modulus is 

completed or the 1000th iteration modulus is finished. The 
results of the training phase are weight files. According to 

Budagyan and Abagyan [19], “weights are determined by 

choice of a target-object-space, which depends heavily on the 

nature of the objects in the training set and the predicted 

property.” The definition of weights provided by Budagyan 

and Abagyan [10] shows that the weight data is not always the 

same. So, to get the most accurate data possible, the training 

will be done using the same device and training data set. The 

result would be in a less ambiguous weight file. 

To support the experiment, the darknet framework was 

used to help only in training the model. All models were tested, 

and these hyperparameters were set the same as in Table II. 

TABLE II 

TRAINING CONFIGURATION FOR ALL MODELS 

Hyperparameters Value 

Batch 32 

Subdivisions 24 

Max_Batch 12000 

Classes 6 

 

Based on this experiment, Table II informs that each 

category image has different characteristics. For the machine 

to learn about human gestures, an artificial neural network in 

the form of a Convolutional Neural Network (CNN) is 

required. CNN is a variation of multi-layer perceptron human 

neural networks inspired by visual cortex research on cats’ 
visual senses [20]. This experiment uses five different CNNs. 

This experiment uses some model CNN to understand the 

optimal result in recognition. Table III compares CNNs that 

were used to optimize hand gesture recognition. 

TABLE III 
CNN MODEL COMPARISON TO OPTIMAL THE HAND GESTURE RECOGNITION 

CNN Model Parameters BFLOPS Network 

Size 

YOLOv3-Tiny-PRN 4.7M 3.409 416 

YOLOv4-Tiny 5.77M 6.795 416 

MobileNetV2-

YOLOv3-NANO 

- 0.482 320 

YOLO-Fastest-1.1 0.35M 0.226 320 

YOLO-Fastest-1.1-
XL 

0.925M 0.695 320 

 
Table III, which is from studies [21], [22], inform some 

CNN model will extract a different number of features, the 

base layers for every CNN model are all the same, and every 

model will consist of three main layers which order are the 

Convolutional Layer, Pooling Layer, and Fully Connected 

Layer [23]. Even though each CNN models have the same 

layers, the performance of each model will be different from 

one another. Different CNN models mean different amounts 

of features that can be extracted [24]. This study uses YOLO 

Architecture, a single CNN that simultaneously predicts 

multiple bounding boxes and the corresponding class 
probabilities [25]. Also, each model has its unique 

architecture, as shown in Table III, and each CNN model has 

different parameters, BFLOPS, and network. 

4) Hand gesture recognition system: Figure 5 illustrates 

that after the training is complete, the system can start the 

testing phase by importing the required files for testing. These 

files are the trained weight file, configuration file, and 

trainer.data file.  
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Fig. 5 Testing Phase to recognize hand gesture 

 

The testing process starts by taking a frame from the webcam. 

Then, calculate the prediction using non-max suppression 

(NMS). The result is for making the bounding box on the 

target object. The bounding box usually comes with other 
information like class and coordinate, which is important for 

Gesture Command and Calculation. It is to generate the 

appropriate virtual key for the UI the receive. Then, some 

condition cases algorithm decides which behavior to apply 

within the case. Finally, The Tkinter UI should respond to the 

virtual key according to the predefined bindings. As in figure 

5, this whole process runs in a loop. For more details, the 

following section will explain more about converting gesture 

input into command. 

5) Converting gesture input into the command: Figure 6 

informs the experiment stages, and the hand gesture 
recognition system is implemented into the self-service 

technology. This concept of gesture recognition is how a 

gesture can be converted into a command, just like how our 

eyes turn visual input into thoughts [26]. For the system to 

perform as previously stated, the AI needs to convert the 

gesture input into a command so that the UI can respond. 

Figure 6 shows that the AI converts the hand gesture input 

into a virtual keyboard event input. Then, by binding the UI 

with several keys based on the number of hand gesture types 

(See Table IV), the UI can accept generated inputs from the 

virtual key event. Each virtual keyboard input would react to 

different UI commands (in Table IV). The UI has predefined 

commands that execute when a certain key is detected. This 

technique would make the self-service interface respond to 

the hand gesture that the user makes. 

 

 

 

Fig. 6 The Process of Converting Gesture Input into UI Command 

TABLE IV 
THE RESULTS OF CONVERTING HAND GESTURE INPUT 

Hand Gestures Virtual Key UI Commands 

 

NONE First Initialization 
before moving to 
the x and y axis 
later on using the 

“Fist” gesture. 

 

“Right Arrow”, 
“Left Arrow”, 
“Down Arrow”, Or 
“Up Arrow” 

Move the selected 
grid to the left, 
right, up, or down 
according to the 
hand movement. 

 

“Backspace” Going back to the 
previous menu. 

 

“Enter” Confirmation or 
move to the next 
menu. 
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“Space” Selecting the 

item. 

 

“Delete” Cancel the whole 
ordering process 

6) Measuring model performance: When a Raspberry Pi 

device uses different CNN models for hand gesture 

recognition, each model will perform differently. This 

happens because each CNN model has a different architecture 

that makes each model unique. This is why some models 
could work well when in a certain situation. Therefore, by 

using the data collected throughout the training process, it will 

be possible to compare the five CNN models. Several 

calculation metrics like mAP, Precision, Recall, and F1-score 

are used as comparison variables. The comparison variables 

between each CNN model will determine which is best for 

hand gesture recognition in a Raspberry Pi device. The 

samples needed for measuring the CNN model’s performance 

are split into two categories. The first category is the positive 

samples, which have the targeted object in them. The second 

category is the negative samples, which have none of the 
targeted objects in them. A more detailed explanation of these 

calculation metrics is explained as follows: 

 Precision and Recall 

To calculate the value of precision, there are two necessary 

variables. The first variable is the number of positive samples 

the model correctly classified and the last one is the total 
number of samples classified as positive samples (whether the 

model correctly classified them or not). The range value of 

precision is from 0 to 1, with 0 as its lowest score and 1 as its 

highest score. This precision value reflects the model's 

reliability when classifying the positive samples. The result of 

precision is obtained by dividing only correctly classified 

positive samples by the total number of positive samples. 

Compared to precision, a recall is calculated by dividing the 

number of positive samples the model correctly classified and 

the number of total positive samples [27], [28]. Recall 

completely ignores the negative samples and only focuses on 
the result of the positive samples. With the range the same as 

precision, a recall measures how many of the models correctly 

classifies positive samples. Both precision and recall formulas 

are illustrated below: 

Precision
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(1) 

Recall
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�������� �  ����
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(2) 

Where: 

TRUEpositive  = total of positive samples that the model 

correctly classified 

FALSEpositive  = total of negative samples that the model 

mistakenly classified as positive samples 

FALSEnegative  = total of positive samples that the model 

could not classify. 

 

 Intersection over Union (IoU) 
Two things need to be addressed in Intersection over Union 

or IoU because the two are defined later in the IoU formula. 

Those two values are the predicted bounding box and the truth 

bounding box. The predicted bounding box is the box that the 

model predicts to have one of the targeted objects or items. 
Meanwhile, the truth bounding box is the box that the tester 

initially marked as the targeted object before the measuring 

process. Finally, the definition of IoU is the ratio between the 

intersection of the predicted bounding box and the truth 

bounding box with the combined area or union of the two 

boxes (see Figure 7).  

 

 

Fig. 7  IoU Formula and Illustration 

The more the predicted box overlays the truth box's area, the 

higher the model's accuracy. In return, the IoU score would 
be near the value of 1, which is the highest accuracy score 

[27]. 
 

 F1-Score and mAP (mean Average Precision) 

F1 Score used the two previous metrics, which are 
precision and recall, F1-Score is a metric that combines the 

precision and recall metrics into a single metric. The formula 

for the F1-score is defined as the average of precision and 

recall [27], [28]. Besides F1-score that summarizes the two 

previous metrics,  the mean Average Precision(mAP) is the 

metric that shows the mean value of average precision for the 

detection process of all the previously determined classes [3]. 

Average Precision, or AP, is the average of the precision 

metric across all recall values between 0 and 1 at various IoU 

thresholds [27]. The mAP model will be one of the core 

metrics to determine which model has the best overall 
performance because it considers all previously mentioned 

metrics. The output of the formula will give an F1-score value 

ranging from 0 to 1, where 1 is the highest accuracy value. 

F1 score

	 2 ∗
%&'()*)+, ∗ �'(-..

%&'()*)+, �  �'(-..
 

(3) 

III. RESULTS AND DISCUSSION 

A. Results 

After doing the training proses using the Darknet model, 

all models resulted in a good loss average result. The training 

uses PCs with the latest CPU and GPU technology, and the 

use of PC technology will not affect the aftermath use of the 

models. This method has a benefit in accelerating the training 
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duration of the model because the darknet framework 

supports the GPU Acceleration method for the training phase. 

Thus, reducing the training time when compared to using the 

CPU for training. If the training is done with much less 

advanced technology, it will take more time to finish because 

the output weight file would result in the same file. The bigger 

the model architecture, the slower the machine can train. The 

size of the model also affects the model output size. 

Fortunately, all tested models are designed for small devices 

and have a small architecture that could fit Raspberry Pi.  

Figure 8 informs that the graph training curve can vary 
depending on the model architecture. At first, most of the 

model's loss declined in the first 1000 iterations. However, it 

didn't happen to YOLO-Fastest-1.1 and YOLO-Fastest-1.1X 

as they have a similar architecture, with one being smaller 

than the other. It won't have any effects as long as it declines 

to a level. After a steep decline at the start, the loss starts to 

stabilize in a gentle curve. It shows that the model is starting 

to understand the given dataset. Finally, the graph shows that 

the loss stabilizes until the end of the iteration. This result 

means the trained model has learned the given hand gestures 

dataset without a problem. As stated, each model architecture 
is unique and has its own beneficial impact in certain cases. 

Therefore, the experiment can go on using the generated train 

weights. A more detailed training result can be seen in Table 

V. Table V informs the average loss of CNN model to 

determines how it will perform. 

 

 
Fig. 8 Training Graph of Each CNN Models 

 

Thus, carrying out it is one of the key parameters that could 

affect the test. As explained before, the lower the average loss, 

the better the machine understands the dataset. This way, it 

could potentially affect the performance of detecting objects. 

If the machine does not understand, it will not detect the 

object as expected. Table V shows that all models have an 

average loss below 0.2. This value is pretty low enough and 

acceptable for the experiment. YOLOv3-Tiny-PRN has the 

highest average of 0.1655. Next, YOLOv4-Tiny has the 

second-highest average at 0.0328. However, the difference 

between them is more than 0.13, which is a lot. YOLO-
Fastest-1.1 comes third with an average loss of 0.0249. Then, 

YOLO-Fastest-1.1-XL comes after YOLO-Fastest-1.1 with 

an average loss of 0.0135. Last, MobileNet-YOLOv3-NANO 

has the lowest average loss with a value of 0.0067. However, 

without proper testing and analysis, the performance of a 

model cannot be determined just by using loss value.  

TABLE V 
TRAINING RESULT OF EACH CNN MODELS USING AVERAGE LOSS PARAMETER 

Model Average Loss (%) 

YOLOv3-Tiny-PRN 0.1655 
YOLOv4-Tiny 0.0328 

YOLO-Fastest-1.1 0.0249 
YOLO-Fastest-1.1-XL 0.0135 
MobileNet-YOLOv3-NANO 0.0067 

 

Before testing the weights trained in the self-service 

application, the hand gesture recognition algorithm needs to 

import the supporting files. The supporting files are the 

training label, image path, model configuration, and a .data 

file type called trainer.data. These supporting files are 

necessary to execute the testing process, which uses the 
OpenCV library as the inference. OpenCV is an open-source 

library mainly used for image processing [29]. Then, the self-

service application and hand gesture recognition will 

automatically be initiated simultaneously. Next, an 

examination of hand gesture recognition is performed. This 

examination was needed to make sure that the trained hand 

gesture worked properly. In this case, the machine's frames 

captured and processed were examined in a separate window. 

Figures 9 are some of the UI of self-service technology that 

was previously made, while figure 10 shows captured images 

from the webcam with detected hand gestures. All of the 
gestures were shown to be recognized by the machine.  

Figure 9 illustrates that there is a total of five menu user 

interfaces in the self-service technology, but the two user 

interfaces above can use all or most of the hand gestures. The 

other three menu user interfaces could only use some hand 

gestures. The Hi combined with Fist type gestures can be used 

to move up, down, left, and right around the item grid and to 

adjust the chosen item quantity in the second step of the 

process. OK hand gesture is used to move to the next menu, 

while the three fingers hand gesture is used to go back to the 

previous menu. The L hand gesture function is to select goods, 
and gesture C is to cancel the order, and it will automatically 

go back to the first menu. As previously mentioned, not all 

hand gestures can be used in all menus since some hand 

gestures are only necessary for one or two processes.  
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Fig. 9  Two out of Five Interfaces in the Self-Service Technology; Select Item 

Menu and Quantity Control Menu 

 

 
Fig. 10 Recognizing an OK, Hi, C, and L Hand Gesture as an example 

 

Figure 10 shows examples of how a CNN model 

recognizes hand gestures. The system will make a prediction 

box surrounding the hand gesture with their class type. The 

number located in the middle of the bounding box is an object 

ID. The function of an object ID is to prevent the system from 

recognizing one detected hand gesture as multiple different 

hand gesture inputs when moving around the frame. For 

example, a person gestures to input the machine and get the 

machine's recognition. The system will give the object ID to 

the corresponding hand. When the hand in the frame moves, 

it will have the same object ID after some calculations. The 
figure also shows that each frame of the hand recognition 

system shows the summary of how many of each type of hand 

gesture is detected, the total of hand gestures detected, and the 

current hand gesture present in the frame.  

When the application runs on a high-end device, it can 

flawlessly object detections and calculations with above-

acceptable performance. That means a great response feel and 

fast processing speed. This is required for real-time object 

detection to make sure everything is processed without delay 

between interactions. Thus, making a good self-service 

experience for users. Next, the models get tested in a 
Raspberry Pi 4B which is a small device. However, smaller 

size comes at the price of processing performance. When it 

was tested to run the same hand gesture recognition, the 

response fell, and the processing speed was not acceptable. So, 

it requires optimizations to meet acceptable performance. By 

default, a model has either 416x416 or 320x320 network input 

size. In the experiment, all of the model’s network input sizes 

were reduced to 224x224. This is to reduce the processing 

load, which could increase processing time. As stated before, 

this benefit could come with a cost, as seen in Table VI. 

Table VI informs that YOLOv3-Tiny-prn has the highest 
overall score in all metrics before optimization. Both recall 

and F1-score of YOLOv3-Tiny-prn have a 0.99 score, while 

the precision metric has a score of 0.98. YOLOv4-Tiny 

follows it with the second highest at 0.98 average. MobileNet-

YOLOv3-NANO comes third with an average of 0.72. Next, 

YOLO-Fastest-1.1-XL has an average of 0.64. Last, YOLO-

Fastest-1.1 comes with a 0.60 average. After all, models have 

been optimized; all variables have been reduced significantly. 

YOLOv3-Tiny-prn has reduced by about 51%, making it 

move to the third position. YOLOv4-Tiny.  

On the other hand, only reduced by about 22%, which 

makes it the highest average after optimization. Next, 
MobileNet-YOLOV3-NANO has reduced to about 33%, 

making it the worst after optimization. YOLO-Fastest-1.1-XL 

has reduced to only about 11%, which is the third-best. And 

the last, YOLO-Fastest-1.1 has reduced to about 19%, making 

it the second-worst performing statistically.  

TABLE VI 

PRECISION, RECALL, AND F1-SCORE PARAMETERS BEFORE AND AFTER OPTIMIZATION COMPARISON 

 

Model Precision Recall F1-score 

Before After Before After Before After 

YOLOv3-Tiny-PRN 0.98 0.65 0.99 0.34 0.99 0.44 
YOLOv4-Tiny 0.98 0.83 0.98 0.69 0.98 0.76 
YOLO-Fastest-1.1 0.50 0.51 0.75 0.36 0.60 0.42 
YOLO-Fastest-1.1-XL 0.49 0.53 0.91 0.61 0.64 0.57 
MobileNetV2-YOLOv3-NANO 0.64 0.55 0.81 0.27 0.72 0.36 

65



 
Fig. 11 CNN Models Average IoU Before and After Optimization 

Comparison 

 

Figure 11 informs that each model's data results vary after 

the optimization process. As usual, both YOLOv4-Tiny and 

YOLOv3-Tiny-PRN have suffered a significant reduction in 

IoU after optimization compared to the other models. 

YOLOv4-Tiny has a reduced percentage from 87.49%  to  

68.69%, which has an 18.8% reduction.  

YOLOv3-Tiny-PRN has the biggest reduction in IoU, 

which has a 31.38% reduction after optimization. Next, 

MobileNetV2-YOLOv3 has reduced to about 9%, which is 

not as worse as the previously mentioned models. YOLO-

Fastest-1.1 only reduces to about 3%, which is a very small 

amount compared to the other model. Even though YOLO-

Fastest-1.1 has the lowest reduction, it is also the worst-
performing model in this chart, with only a 33.79% IoU 

performance. The last model is the YOLO-Fastest-1.1-XL, 

the only model that sees an improvement of about  0.58%. All 

the information about optimization comparison can be seen in 

Table VI and Table VII. 

 

TABLE VII 

TABLE OF COMPARISON BETWEEN INFERENCE TIME, FPS, AND MAP@0.50 

 

  
Fig. 12 Combined Model Inference Time Graph Before and After 

Optimization 

 

Figure 12 illustrates that the model inference time is needed 
to determine whether the reduced network size also reduces 

the inference time. Inference time calculates the time between 

the captured frame and the process until it results in data in 

terms of object detection [30]. The bigger the inference time, 

the slower the detection becomes. This also worsens the 

experience of using this technology. In figure 12, most models 

show a reduction of about half the original inference time. For 

YOLOv4-Tiny and YOLOv3-Tiny-PRN, they reduce to about 

1/3 the original. However, they still feel too slow and 

unsuitable for the test device due to the high value of inference 

time. However, mAP also needs to be considered to know 

more about compatibility on such devices. the mAP shows 

about half the amount of reduction for YOLOv3-Tiny-PRN 

and YOLO-Fastest-1.1. MobileNetV2-YOLOv3-NANO 

suffered the most reduction to about 28.17% of mAP. Last, 
YOLO-Fastest-1.1-XL and YOLOv3-Tiny show a slight 

amount of reduction after optimization. This result shows that 

YOLO-Fastest-1.1-XL is the most balanced in these metrics 

after optimization.  

 

Fig. 13 Combined Model Speed Graph Graph Before and After Optimization 

 

Model 

Before Optimization After Optimization 

Inference Time 

(ms) 
FPS mAp@0.50 

Inference Time 

(ms) 
FPS mAp@0.50 

YOLOv3-Tiny-
PRN 

245.2819739 3 99.97% 80.59535243 6 43.31% 

YOLOv4-Tiny 456.2688647 2 99.83% 137.9290275 4 81.66% 
YOLO-Fastest-1.1 51.42538966 6 56.70% 25.54194168 10 33.51% 
YOLO-Fastest-1.1-

XL 
106.0166445 5 67.60% 53.77346182 7 57.70% 

MobileNetV2-
YOLOv3- 
NANO 

73.94764119 5 71.85% 38.79998658 9 28.17% 
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Figure 13 informs that the Frames per Second (FPS) graph 

is similar to the inference time graph, which shows 

mAp@0.50 but relative to FPS. More fps means faster 

processing ability. This matter correlates with inference time. 

The lesser the inference time, the more FPS it could produce. 

Figure 13 shows MobileNetV2-YOLOv3-NANO has the 

highest FPS after optimization at 10 FPS followed by YOLO-

Fastest-1.1 at 9 FPS. Both gained 4 more fps which is pretty 

significant. Next, YOLOv3-Tiny-PRN gained 3 more FPS, 

improving the average FPS from 3 to 6. YOLO-Fastest-1.1-

XL gained 2 more fps from 5 to 7, making it the third-best 
performer. Lastly, YOLOv4-Tiny also gained 2 FPS, but it is 

the worst performer at an average of 4 FPS. All models above 

6 FPS result in an acceptable experience in using the 

technology. Like before, mAP needs to be considered to find 

the most balanced model. In this section, YOLOv3-Tiny-PRN 

and YOLO-Fastest-1.1-XL are the most balanced.  

Figure 14 informs that the average overall latency is equal 

to the average loop time, which also includes inference time. 

All models show a reduction in latency, and YOLOv4-Tiny 

experienced a significant difference, which is more than 1/3 

of the original latency. Even with the amount of latency that 
has been reduced, the YOLOv4-Tiny still has the highest 

latency compared to other models. YOLOv3-Tiny-PRN’s 

latency was also reduced to about half the original amount, 

making this CNN model the second-highest latency in the test, 

even after optimization. The other three model does not lose 

as much latency as YOLOv3-Tiny-PRN and YOLOv4-Tiny. 

YOLO-Fastest-1.1-XL has been reduced to almost half of the 

original value. MobileNetV2-YOLOv3-NANO is the second-

lowest latency in the test, with 0.0836 seconds per loop. Last, 

YOLO-Fastest-1.1 has the lowest latency, with 0.0804 

seconds per loop. 
 

 
Fig. 14 CNN Models Average Overall Latency Before and After 

Optimization Comparison 

 
These metrics infer time, FPS, and mAp@0.50 before and 

after optimization. All models show two similarities. The first 

similarity is that all models have a reduced inference time and 

mAp@0.50, with YOLOv3-Tiny-PRN having the biggest 

reduction in mAp@0.50 and YOLOv4-Tiny having the 

biggest reduction in inference time. The lowest inference time 

after optimization is YOLO-Fastest-1.1, and the highest is 

YOLOv4-tiny. Meanwhile, the highest mAp@0.50 after 

optimization is YOLOv4-tiny, and the lowest one is 

MobileNetV2-YOLOv3-NANO. The last similarity is all of 

the models have an increased FPS, with YOLO-Fastest-1.1 

and MobileNetV2-YOLOv3-NANO having the highest 

increasing FPS, which is 4. The highest FPS score belongs to 

YOLO-Fastest-1.1, with a score of 10 FPS. The reduction in 

inference time and the gain in FPS don’t mean better for the 

tested model. Because other factors also play a role in its 

overall performance of it. This explanation will be explained 

further in the discussion. 

B. Discussion 

In the experiment, there were a total of five models that are 

being tested for their performance in a self-service technology 

using a Raspberry Pi device. Each CNN model has its unique 

architecture, and they all result in different metrics values 

from each other. These differences will be the key 

components for comparing the five CNN models and 

determining which is best suited for self-service technology. 

In Table VI, all the CNN models suffered a decreasing value 

in the Precision, Recall, F1-Score, and average IoU (See 

Figure 11 for average IoU). Only YOLO-Fastest-1.1-XL 
received an improvement score of average IoU from 36.91% 

to 37.49%, with an improvement value of 0.58%. The 

reduction in Precision, Recall, F1-Score, and average IoU 

metrics affects the accuracy of the CNN model. The changes 

in how a model detects an object within a camera frame after 

optimization is statistically shown by these metrics. 

TABLE VIII 
AVERAGE DIFFERENCE OF EVERY PARAMETER 

Parameter Average Difference 

FPS 3 

mAP -30,32% 
Inference Time -119,2601 
Precision -10.40% 
Recall -43.40% 
F1-Score -27.60% 

  

Table VIII illustrates that all metrics experienced a value 

reduction except for FPS. These metrics need to be looked at 

to determine the performance. The parameter for FPS, mAP, 

inference time (ms), Precision, Recall, and F1-Score are 

resulting in a significant difference after optimization in every 

model (See Table VIII). Metrics such as FPS and inference 

time would affect the result performance of a model, 

especially on a small device. Inference time is the only one 

that has a performance improvement because lesser inference 
time means the model becomes lighter to process. A higher 

FPS means more ability to process frames in a second. The 

reduction in Precision, Recall, F1-Score, and mAP would 

reduce the accuracy when detecting the chosen object. 

Therefore, these statistics show that optimization only 

benefits the FPS and inference time metrics but affects overall 

accuracy. 

Figure 15 shows how mAP affects the model’s ability to 

recognize objects in real-time without looking at latency stats. 

The test uses only two hand gestures for the test, which are Hi 

Gesture and L-Shaped Gesture. Hypothetically, if the mAP of 
a model is low, the model’s ability to recognize the object will 

also be low. Figure 15 shows two models, which are 

YOLOv4-Tiny and MobileNetV2-YOLOv3-NANO. The first 

one has an mAP of 81.66%, and the other has an mAP of 

28.17%. The figure tells that YOLOv4-Tiny can detect both 
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gestures correctly with no False-Positive. For MobileNetV2-

YOLOv3-NANO, it shows the result of False-Negative on 

both gestures. False-negative detection indicates the model's 

inability to detect the object. Therefore, mAP may affect the 

performance of detecting objects in real-time. The higher the 

mAP, the better the machine can detect objects. Finally, other 

metrics such as FPS and inference time combined with this 

discovery would tell more about the result of the overall 

performance of a model.  

 

Fig. 15  How mAP Affects the Model Prediction Accuracy when Recognizing 

the Chosen Object. 

 

As stated before, the lesser the inference time, the lighter 

the model. This, in turn, increases the FPS. The decrease in 

inference time also decreases the overall latency. However, 

not all CNN models will have an acceptable response. Only 
models with an overall latency of 0.1 seconds or less are 

acceptable. This means MobileNetV2-YOLOv3-NANO, 

YOLO-Fastest-1.1-XL, and YOLO-Fastest-1.1 have an 

acceptable overall latency that is suitable to use on Raspberry 

Pi devices. But, YOLOv4-Tiny and YOLOv3-Tiny-PRN 

have an overall latency value of more than 0.1 seconds. 

Making the two models unsuitable to use in such a device. But 

when combined with mAP, YOLO-Fastest-XL has the most 

balanced value between accuracy and performance that is 

suitable for Raspberry Pi. Anything smaller and slower than 

Raspberry is recommended to use YOLO-Fastest-1.1. It is not 

recommended to use MobileNetV2-YOLOv3-NANO due to 
unable to detect properly trained objects (See Figure 15) 

which potentially ruins the self-service technology experience. 

 

 
Fig. 16 How Lighting Affects CNN Model (YOLOv4-Tiny) Ability to Detect 

Chosen Object 

 

Figure 16 illustrates the object detection process, and 

lighting could affect the technology’s performance. The lesser 

light in the environment causes a lower accuracy score. So 

lighting also affects the recognition process of the hand 

gesture. Just like how human eyes work, most people will 

have a hard time recognizing something they see. In this case, 

the camera is the eye for the machine to see the world. This 

test used YOLOv4-tiny, which has the highest mAP 

compared to the other model. For the "With Room Lighting 

Only" case, all lights in the room are on without additional 

lighting for the camera. The figure shows the machine unable 

to detect a given hand gesture.  

On the other hand, the other case is the same but with the 
help of a ring light behind the camera. The ring light helps the 

machine to detect the correct gesture, as in Figure 16. 

Therefore, this test shows even when a model has high mAP, 

it is not easy for the machine to detect the gestures under dim 

light. It is recommended to have sufficient light when using 

object detection to help the machine recognize objects. 

This analysis shows YOLO-Fastest-1.1-XL as the most 

balanced and YOLO-Fastest-1.1 as the best performer 

compared to the other CNN models according to the testing 

data. Based on Table VII, YOLO-Fastest-1.1 provided a 

better FPS performance than YOLO-Fastest-1.1-XL. This 
means that YOLO-Fastest-1.1 is a lightweight model suitable 

for slower devices than Raspberry Pi 4. The only disadvantage 

is that it would be hard to detect objects due to the low value 

of mAP. Fortunately, it is still better than MobileNetV2-

YOLOv3-NANO in mAP, FPS, and Inference Time. 

On the other hand, YOLO-Fastest-1.1-XL has a 24.19 mAP 

value with similar overall latency compared to YOLO-

Fastest-1.1. Therefore, this model is suitable for use in 

Raspberry Pi 4. YOLOv3-Tiny-PRN and YOLOv4-Tiny, 

these models are suitable for devices that are faster than 

Raspberry Pi 4. To support more of these discoveries, a more 
complex dataset, CNN models that are proven to be a lot more 

efficient and compatible with small devices, and some tweaks 

in another area could potentially improve the performance of 

this kind of research on optimizing object detection 

performance. 

IV. CONCLUSION 

This study uses six different chosen hand gesture images 

as a training dataset to carry out the storage process. The 
process uses the collected dataset as training for the darknet 

and imports it to Open CV and other support files to run real-

time object detection. All models suffered a reduction in 

Precision, Recall, and F1-Score. But for IoU, YOLO-Fastest-

1.1-XL is the only model that sees an improvement of about 

0.58%. Moreover, the optimization result is only beneficial to 

the FPS and inference time metrics, which improved by an 

average of 3 FPS and reduced by an average of 119,260 ms 

than before optimizing all CNN models. 

However, room lighting and camera quality affect the 

performance of real-time object detection on detecting objects. 
It is recommended to have sufficient lighting when using 

object detection technology. Two models that show better 

behavior are YOLO-Fastest-1.1-XL which has the most 

balanced result, and YOLO-Fastest-1.1, which shows lower 

accuracy but higher FPS and is suitable for a smaller device. 

A more complex dataset for training, CNN models that are 

proven to be a lot more efficient, and some tweaks on some 

areas might improve the performance even more. 
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