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Abstract— A cataract is a disease that attacks the eye's lens and makes it difficult to see. Cataracts can occur due to hydration of the 

lens (addition of fluid) or denaturation of proteins in the lens. Cataracts that are not treated properly can lead to blindness. Therefore, 

early detection needs to be done to provide appropriate treatment according to the level of cataracts experienced. In this study, a 

comparison of cataract classification based on fundus images using GoogleNet, MobileNet, ResNet, and the proposed Convolutional 

Neural Network was carried out. We compared four CNN architectures when implementing the Adam optimizer with a learning rate 

of 0.001. The data used are 399 datasets and augmented to 3200 data. This test's best and most stable results were obtained from the 

proposed CNN model with 92% accuracy, followed by MobileNet at 92%, ResNet at 93%, and GoogLeNet at 86%. We also make 

comparisons with previous research. Most of the previous studies only used two to three class categories. In this study, the system was 

improved by increasing system classifies into four categories: Normal, Immature, Mature, and Hypermature. In addition, the accuracy 

obtained is also quite good compared to previous studies using manual feature extraction. This study is expected to help medical staff 

to carry out early detection of cataracts to prevent the dangerous effect of cataracts and appropriate medical treatment. In the future, 

we want to expand the number of datasets to improve the classification accuracy of the cataract detection system. 
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I. INTRODUCTION 

A cataract is a disease that attacks the eye’s lens and makes 

it difficult for sufferers to see. Cataracts can occur due to the 

lens’s hydration (fluid increase) or denaturation of proteins in 

the lens. In general, cataract is a disease that attacks the 

elderly, but congenital abnormalities and eye diseases can 

also cause cataracts. Some eye diseases that trigger cataracts 

are glaucoma, ablation, uveitis, retinitis pigmentosa, and other 

intraocular disorders [1]. Based on the stage, senile cataract 

consists of 6 stages: incipient cataract, intumescent cataract, 

immature cataract, mature cataract, hypermature cataract, and 

morgagni cataract. 

Around 3.38% of the world's population or 253 million 
people have a visual impairment, of which thirty-six million 

people are blind, and 217 million people have moderate to 

severe visual impairment. The five countries with the most 

visually impaired populations are China, India, Pakistan, 

Indonesia, and the United States [2]. The most common 

causes of visual disturbances were uncorrected refractive 

errors at 48.99%,  

followed by cataracts at 25.81%, and age-related macular 

degeneration at 4.1%. The most common cause of blindness 

is cataracts with 34.47%, followed by uncorrected refraction 
of 20.26% and glaucoma at 8.30% [2]. Based on the latest 

national data sourced from the rapid assessment of avoidable 

blindness in 2014-2016, the Data and Information Center of 

the Ministry of Health of the Republic of Indonesia stated that 

the leading cause of blindness and visual impairment in the 

population aged over 50 years in Indonesia is cataracts that 

are not operated on with a proportion of 77, 7%. In men, the 

leading causes of blindness are 71.7%, and women are 81.0% 

[3]. 

The impact given by cataracts can affect the productivity 

and mobility of sufferers, resulting in a decrease in people's 
quality of life [4]. Cataracts can be anticipated by early 

detection when the eye begins to experience disturbances. 

Currently, there are several methods used by 

ophthalmologists to diagnose cataracts in the form of visual 
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acuity tests, slit-lamp tests, retina exams, and applanation 

tonometry. The method is also not sufficient for the early 

detection of cataracts due to the duration of time needed for 

detection and the limited stage of cataracts that can be 

detected. Therefore, a cataract detection system based on 

image processing has been developed that can perform early 

detection of cataracts in a quick but accurate manner as a tool 

for detecting cataracts. 

Several studies based on fundus image processing have 

been developed for cataract detection. In 2018, Tawfik et al. 

[5]  conducted research related to the early detection of 
cataracts using combined 2D log gabor or discrete wavelet 

transform with ANN and SVM. This study uses a dataset from 

the University of Aiwa eye rounds' Atlas of cataracts and 

Duane's Clinical Ophthalmology with three grade levels, 

namely normal, early-stage and advanced stage. The accuracy 

obtained when using SVM is 96.8%, while ANN is 92.3%. 

In 2018, Hutabri et al. [6] researched cataract detection 

design using Principal Component Analysis and K-Nearest 

Neighbor methods. This study detects cataracts into three 

normal, immature, and mature classes. The highest accuracy 

is obtained when using a value of � � 1 using a distance city 
block, which is 70.27%. 

In 2019, Fu'adah et al. [4] utilized the optimization of the 

Gray Level Co-Occurrence Matrix (GLCM) method to extract 

information from the input in the form of eye images and 

classify eye images with K-Nearest Neighbor (K-NN) into 

three classes, namely normal, immature, and mature. System 

testing is carried out at the classification stage using K-NN by 

analyzing the influence of the Euclidean, Minkowski, 

Chebyshev, and City Block distance calculation methods. The 

effect of Minkowski and Euclidean distance produces the best 

accuracy is 93.33%. 
In 2019, Agarwal et al [7] conducted research on the 

development of cataract detection based on android 

architecture. In this study, the results of cataract detection 

were compared with the KNN, SVM, and Naïve Bayes 

methods. There are two classes classified, namely normal and 

cataract. The KNN classification method has the highest 

accuracy rate of 83.07%, followed by the SVM classification 

method of 75.2% and the Naïve Bayes classification method 

of 76.64%.   

In 2020, a cataract classification study using fundus images 

was also carried out by Mas Andam Syarifah et al. utilizing 
the optimized Convolutional Neural Network and the 

Lookahead optimizer. This study uses the AlexNet 

architecture and classifies it into normal and cataract, with the 

highest accuracy of 97.50% [8]. 

In 2021, Weni et al. [9] conducted research on cataract 

detection based on image features. Cataract detection was 

performed using Convolutional Neural Networks. This study 

utilizes the GoogleNet architecture and divides it into two 

classes, namely normal and cataract, with the highest 

accuracy of 88%. 

Several previous studies using traditional techniques to 

classify cataracts have shown satisfactory results. Traditional 
techniques for classifying systems usually involve feature 

extraction and classification [10]. On the other hand, the CNN 

network automatically extracts the relevant information and 

categorizes them into distinct classes. The CNN-based 

method does not require explicit feature extraction and 

classification. We will compare several CNN architectures in 

this study, namely GoogLeNet, ResNet, MobileNet, and the 

proposed CNN model. The fundus image of the eye is 

classified into four classes, namely normal, immature, mature, 

and hypermature. 

II. MATERIALS AND METHOD 

The cataract classification system uses the Convolutional 
Network method with the several architectures of CNN, 

including GoogLeNet, MobileNet, ResNet, and the proposed 

CNN model. This system divides fundus images into four 

classes: normal, immature, mature, and hypermature. The 

data used comes from primary data collected from Eye 

Hospital of North Sumatra in *.jpg format. 

 

 
Fig. 1  The General Block Diagram of Cataract Classification 

In general, the system block diagram is designed to get the 

results of cataract image classification. The system input used 

comes from the primary data of fundus images in images of 

cataracts. After that, pre-processing is done by resizing the 

image. Then model training is carried out by utilizing training 

data to the system to obtain maximum classification results. 

According to the specified class, classification is the output of 

model training in object recognition. 

A. Dataset 

This study utilizes primary datasets collected from several 

Special Eye hospitals of North Sumatra. The number of 

datasets used is 399 images with four classes: 181 

hypermature images, 73 normal images, 74 immature images, 

and 72 mature images. The image used is a three-layer RGB 

image. The intensity of each color channel is usually stored 

using eight bits, which indicates that the quantization level is 

256. A pixel in the color image requires total storage of 24 
bits. Because this image has detailed information from each 

layer, the RGB image can perform classifications requiring 

great detail. We also augment our existing datasets. The 

amount of data after augmentation is 3200 data. An 

augmentation process is carried out to balance each image's 

size and increase the accuracy of the classification system 

used. The process is random flip, rotation, zoom, and shift. 
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Fig. 2  i. Hypermature; ii. Immature; iii. Mature; iv. Normal 

B. Convolutional Neural Network (CNN) 

Convolutional Neural Network is an artificial neural 

network used to perform image recognition and processing 

[11]. CNN imitates the way nerve cells communicate with 

interconnected neurons. The CNN concept is similar to MLP, 

but each neuron is represented in two dimensions in CNN, 

while in MLP, each neuron is one-dimensional [11].  

 

 
Fig. 3  Convolutional Neural Network Architecture 

CNN consists of two layers in its application: the feature 
extraction layer, which consists of neurons connected to the 

local region. The convolutional layer is the first layer, and the 

pooling layer is the second. An activation function that 

alternates for each layer type is applied at each layer. 

1) Convolutional Layer: is the core building block of 

CNN [12]. The Convolution Layer applies a convolution 

operation to the previous layer's output. The primary process 

that underpins a CNN is this layer. Convolution is a 

mathematical term that refers to repeatedly applying a 

function to another function's output. 

 

 
Fig. 4  Convolutional Layer 

 

 
Fig. 5  Max-Pooling Layer 

2) Pooling Layer: This layer uses a function with a 
Feature Map as input and processes it with various statistical 

operations based on the nearest pixel value [13]. After 

numerous convolution layers, the Pooling layer is frequently 

included in a CNN model. Pooling layers inserted between 

successive convolution layers in the CNN model architecture 

can reduce the output volume on the feature map over time, 

reducing the number of parameters and calculations in the 

network and reducing overfitting. 

3) Rectified Linear Units (ReLU) Activation is an 

activation function that can swiftly analyze vast amounts of 

input between the convolutional and pooling layers [14]. 

 � ��� � max�0, �� (1) 

This function performs thresholding with a zero value of 

the pixel value in the input image. All negative values from 

the convolution process make the negative value equal to 

zero. 

4) Flatten: The Feature Learning process has an output in 

a multidimensional array, while the input to the fully 

connected layer must be a vector. Flatten serves to reshape 

multidimensional arrays into vectors [15]. Flatten is necessary 

to use this value as input to the fully connected layer. 

5) Fully Connected Layer: This layer is commonly 

employed in MLP applications, and its goal is to execute 
modifications on the data's dimensions so that it may be 

classified linearly. Before entering a fully connected layer, 

each neuron in the convolution layer must be turned into one-

dimensional data [11]. A fully connected layer removes the 

spatial information from the data and is not reversible. The 

fully connected layer can be implemented at the end of the 

network. 

6) SoftMax Activation: is a general logistic function with 

a vector output probability � ∈ ��  with an input vector � ∈
�� with a SoftMax function at the end of the architecture. 

 � � ���
:

��� where �� �  ���
∑ �� ��

�� 
 (2) 

The SoftMax activation function is used to get the final 

classification result. The activation function usually produces 

a value interpreted as an abnormal probability [13]. 

 !��" �  #$%�&

∑ #$%�& '
()�

 (3) 
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Based on equation 3, it can be seen that !��" is a vector 

containing values 0 and 1, while x is a vector generated by the 

fully connected layer. 

C. GoogLeNet 

GoogLeNet is a model and architecture based on a 

modified CNN, with the main builder series being the 
inception module commonly called the inception network. 

GoogLeNet has a total of 144 layers. The input layer on 

GoogLeNet is an image measuring 224 x 224 x 3 [16]. The 

advantage of GoogLeNet is that it has inception modules that 

consist of small convolutions and are designed to reduce the 

number of parameters without reducing network 

performance.  

 

 
Fig. 6  GoogLeNet Architecture 

D. MobileNet 

MobileNet is one of the CNN architectures that can 

overcome excessive computing resources. MobileNet is 
designed to maximize accuracy results with limited resources. 

Therefore, MobileNet has specifications, latency, and low 

energy consumption, which is suitable for mobile device 

applications [17].  

 

 
Fig. 7  MobileNet Architecture 

MobileNet is based on depthwise separable convolution, a 

substitute for standard convolution with factorization that 

divides convolution into two separate layers: depth wise and 
pointwise. The first layer or depth wise convolution filters is 

built by applying a single convolutional filter per input 

channel [18]. The second layer or pointwise convolution is 

responsible. Also, the the second layer is known as pointwise 

convolution, creating new features by computing linear 

combinations of input channels using 1x1 convolution. 

MobileNet architecture consists of depth wise separable 

convolution blocks arranged repeatedly with one fully 

connected layer followed by a SoftMax layer.  

E. ResNet 

ResNet architecture is a 50-layer residual network 

architecture. As shown by the name, this network uses 

residual learning. Instead of learning specific features, the 

network in residual learning learns some residual. Residuals 

can be thought of as a reduced feature learned from the input 

of a layer. ResNet uses a shortcut connection to directly 

connect the input from the *+ℎ layer to some next layer �* -
 ��. It has been shown that training this type of network is 
more accessible than training deep convolutional neural 

networks, which can handle simple problems with decreasing 

accuracy [19].  

 

 
Fig. 8  ResNet Architecture 

F. The Proposed Model of CNN 

The proposed CNN model used in this study consists of 

five hidden layers. Each uses filter sizes with 8, 16, 32, 64, 

and 128 channel outputs. To determine the cataract class using 

a fully connected layer and SoftMax activation. 

 

 
Fig. 9  The Proposed CNN Architecture 
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G. System Performance 

This study uses four parameters for measuring system 

performance: accuracy, recall, precision, and f1-score. The 

measurement of the system's performance is shown in 4, 5, 6, 

and 7 [20]. 

 /001230!=45+4645+46+75+76 (4) 

 52#0898:* � 45
45 - 75 (5) 

 �#03;; � 45
45 - 76 (6) 

 71 − =0:2# � 2 × 2#03;; × �2#0898:*
2#03;; - �2#0898:* (7) 

TTP (Total True Positive) is the amount of data for which 
the prediction model is positive. The actual data is positive, 

so it can be concluded that it has been classified correctly. 

TFP (Total False Positive) is the amount of negative data, and 

the prediction model is positive. TFN (Total False Negative) 

is the amount of actual positive data, and the prediction model 

is negative. TTN (Total True Negative) is the negative amount 

of actual data, and the prediction model is negative. The 

conclusion is that the classification is correct. 

III. RESULTS AND DISCUSSION 

The cataract fundus image dataset consists of 3200 

immature, mature, normal, and hypermature fundus images. 

This study compares several CNN models, such as 

GoogLeNet, MobileNet, ResNet, and the proposed CNN 

model. The optimizer used consistently utilizes the Adam 

Optimizer. 

TABLE I 

THE COMPARISON OF DIFFERENT CNN ARCHITECTURES ON TRAIN, VAL, TEST 

ON RGB INPUT 

Input Model Train Val Test 

RGB GoogLeNet 0.88 0.91 0.86 

MobiLeNet 0.90 0.89 0.92 

ResNet 0.88 0.91 0.93 

The Proposed CNN Model 0.93 0.93 0.92 

Grayscale GoogLeNet 0.52 0.87 0.91 

MobiLeNet 0.89 0.85 0.85 

ResNet 0.83 0.86 0.81 

The Proposed CNN Model 0.93 0.89 0.89 

 

Based on table 1, we can see that the best accuracy when 

using a learning rate of 0.001 with the Adam optimizer is 

obtained from the proposed CNN model with a training 

accuracy of 0.93. This model has an accuracy of validation 

data and test data of 0.93 and 0.92, respectively. Table 1 

shows the approach using the proposed CNN architectural 

model has the best accuracy of 0.92. This is because the model 

has an architecture that is not too complex and fits the dataset. 

Based on the table, we can see that the GoogLeNet, 

MobiLeNet, and ResNet models are overfitting. Overfitting 
occurs because the training data does not match the validation 

and test data. In addition, it is also due to the incompatibility 

of the dataset used for the model being tested. Table 1 also 

compares the RGB and grayscale inputs on CNN models such 

as GoogLeNet, MobileNet, ResNet, and the proposed CNN 

model. Based on table 1, we can see that the accuracy 

obtained with the input image in the grayscale format is lower 

than the input image in the RGB format. The lower accuracy 

is due to the lack of information possessed by grayscale 

images, which are only 256 combinations of gray. RGB 

images have three color combinations that can form 

16,777,216 color combinations in pixels. 

TABLE II 

THE COMPARISON OF DIFFERENT CNN ARCHITECTURES ON PRECISION, 

RECALL, AND F1-SCORE 

Model Class Precision Recall F1-Score 
GoogLeNet Hipermature 0.87 0.93 0.90 

Immature 0.80 0.77 0.78 
Mature 0.77 0.83 0.80 
Normal 1.00 0.90 0.95 

MobiLeNet Hipermature 0.98 0.87 0.92 
Immature 0.86 0.89 0.87 

Mature 0.87 0.90 0.88 
Normal 0.96 1.00 0.98 

ResNet Hipermature 0.96 0.93 0.94 
Immature 0.87 0.92 0.90 

Mature 0.88 0.89 0.89 
Normal 0.99 0.93 0.93 

The Proposed CNN model  

Hipermature 1.00 0.92 0.96 
Immature 0.84 0.92 0.88 

Mature 0.86 0.85 0.86 
Normal 1.00 1.00 1.00 

Table 2 shows the performance results of recall precision. 

f1-score each model. In the application of manual extraction, 

previous studies have produced satisfactory accuracy. 

However, the use of CNN can still be improved again. This 

study developed cataract classification using the CNN method 

utilizing the GoogLeNet architecture.  

TABLE III 
SUMMARY OF CATARACT CLASSIFICATION TECHNIQUES USED IN THIS STUDY 

Authors Classifier Architectures/ 

Features 

Class Accuracy 

Hadeer R. 

M. Tawfik 

et al. 

SVM 2D Log 

Gabor/DWT 

Normal, 

early-stage, 

and 

advanced 

stage 

96.8% 

ANN 92.3% 

Riski 

Wahyu 

Hutabri et 

al. 

KNN PCA Normal, 

immature, 

and mature 

67.57% 

Yunendah 

Nur 

Fu'adah et 

al. 

KNN GLCM 

(Euclidean, 

Minkowski, 

Chebyshev, 

and City Block 

distance) 

Normal, 

immature, 

and mature 

93.33% 

Vaibhav 
Agarwal 

et al. 

KNN EMOBPSO-

GLS and 

EMOBPSO 

Normal and 

cataract 

83.07% 

SVM 75.2% 

Naïve 

Bayes 

76.64% 

 

Mas 

Andam 

Syarifah 

et al. 

CNN Alexnet Normal and 

cataract 

97.50% 

Indra 

Weni et 

al. 

CNN GoogLeNet Normal and 

cataract 

88% 

This 

Study 

CNN Proposed 

Model 

Normal, 

Immature, 

mature and 

Hypermature 

92% 

 

Table 3 briefly describes previous techniques developed to 

classify cataracts automatically. Traditional techniques for 

classifying systems usually involve feature extraction and 

classification. On the other hand, the CNN network 

automatically extracts the relevant information and 

categorizes them into distinct classes. The CNN-based 
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method has the advantage of eliminating the need for explicit 

feature extraction and categorization. 

Using the proposed CNN model, this study built a fundus 

image-based cataract classification system. The improvement 

was made to the class category into four classes, namely 

Normal, Immature, Mature, and Hypermature. The proposed 

approach's advantages are that it can pre-screen fundus 

images to help medical staff classify cataracts and primary 

owned datasets with various amounts. The system can classify 

cataracts into four classes: Normal, Immature, Mature, and 

Hypermature. 

IV. CONCLUSION 

This study discussed the classification of cataracts based 

on fundus images by comparing several CNN architectures, 

namely GoogLeNet, MobiLeNet, ResNet, and the proposed 

CNN model. Comparison of the four architectures 

consistently uses the Adam Optimizer with a learning rate of 

0.001. The best system performance was obtained using the 
proposed CNN model on RGB input with an accuracy of 0.92. 

According to the performance results, the classification 

accuracy obtained in this study is acceptable accuracy 

performance compared with previous studies, which also 

develop detectable cataract classes into four classes, including 

Normal, Immature, Mature, and Hypermature. This study is 

expected to help medical staff to carry out early detection of 

cataracts to prevent the dangerous effect of cataracts and 

appropriate medical treatment. In the future, we want to 

expand the number of datasets to improve the classification 

accuracy of the cataract detection system. 
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