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Abstract— Recently, most universities plan to open or open online learning courses, but the problem of  dropout of online learning  is 

still a problem for universities. Online learning has the advantage of being able to receive education anytime, anywhere, but it is true 

that the dropout rate is higher than offline classes because you have to manage and control your own study time without the help of a 

professor or manager. Therefore, it is very important for professors and managers to support students in a timely act to avoid the risk 

of dropout of university online classes. This study used the access log data recorded in the Learning Management System (LMS) and 

the learner's statistical information and calculated data, and aims to present predictive algorithms suitable for online learning dropout 

early prediction systems at universities. This study features a 7-year online learning history log data recorded in the Cyber University 

LMS system to overcome the data count limitations of existing studies and predict the risk of drop-out during the learning period.  The 

characteristics of the data you utilized were used to validate the availability of predictive models by applying learner statistical 

information, number of system connections, number of lectures, previous semester grade data, machine learning based decision tree, 

arbitrary forest (RF), support vector machine (SVM) and deep learning (DNN). Studies show that random forest (RF) algorithms have 

the best prediction and performance, and deep learning algorithms also apply to learning management (LMS) systems. 
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I. INTRODUCTION 

Online education is a good way to help learners learn new 
knowledge and get a degree without any time or space 
constraints. Although online edcation is receiving much 
attention in universities because most universities have 
recently opened or plan to open online edcation courses, there 
is a problem that the dropout rate is higher than offline 
edcation because learners' time management and supervised 
edcation activities are not inherent in online education. In the 
case of learners who participate in online edcation with goals 
such as self-development and degree acquisition, dropping 
out will lose time and economic power, which eventually 
leads to suspension of self-development and failure to obtain 
a degree. Therefore, lowering the dropout rate requires active 
intervention by teachers or managers if learners are likely to 
drop out, and developing early dropout prediction services is 
an important challenge for universities. Therefore, it is true 
that not much research has been conducted on the feasibility 
of predictive models to predict such an early dropout.. 

This study aims to develop an effective prediction model 
for applying to effective dropout prediction systems that 
predict the likelihood of dropping out of these online learning  
in advance and inform teachers or managers.  

There have been numerous studies related to the dropout of 
online learning. However, this study has the following 
differences from previous studies. 

First, it is meaningful in studying models suitable for 
application to online learning at universities. Recently, 
dropout prediction analysis using online learning history data 
has been actively conducted, but most of them are based on 
MOOCs online courses, making it difficult to apply to online 
learning at universities. 

Second, this study is characterized by studying a model that 
can predict early dropouts on a weekly basis. Most predictive 
studies of online learning dropout have problems that cannot 
predict dropout for learners in progress as they utilize learner 
surveys after learning is completed and data stored in the 
learning system recently. In this work, we can inform 
universities and professors to early dropout features early in 
the learning period, as weekly data analysis rather than data 
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after completion of learning allows early dropout of dropout 
features.  

Third, this study overcame the difficulty of generalization 
due to small amounts of data. It utilizes actual learning history 
data collected in the learning management system(LMS) of 
online universities in Korea for more than a decade. 

Previous studies related to this study can be divided into 
factor analysis domains that have a significant impact on 
online learning and predictive studies to prevent early 
dropouts as follows  

A. A Study on the Dropout features of Online Learning 

According to previous studies,  that since online learning 
takes place in spatially and spatially separated situations, it 
has emphasized self-directed learning capabilities, among 
other things, the importance of learning analysis data, which 
is calculated from learners' learning and learning records 
[1][2]. There are studies explaining that learning activity data 
(free bulletin boards, lecture boards, learning material boards, 
discussion boards, and content module access rates) have a 
significant impact on learning performance, and that detailed 
factors (major, gender, age, grade, academic, occupation) also 
have a greater impact on learning performance[3].  There are 
studies that show that predictive power increases the most 
learning and predictive power when using data from learner 
individuals, learning environments, and learning processes 
comprehensively [4].  

B. A Study on the Prediction of Dropout of  Online learning 

Recently, research on predictive models has been actively 
conducted around MOOC lectures to inform the need for 
intervention for students at risk of dropping out. There is a 
study that develops a weekly temporal dropout prediction 
model and proposes a model that provides information about 
personalized interventions using individual dropout 
probabilities [5]. [6] has applied machine learning methods to 
predict the learning performance of large-scale open online 
courses (MOOCs) and shows that there is a strong correlation 
between learners' click behaviors and learning outcomes. We 
also explain that among various machine learning methods, 
random forests show the best performance for prediction 
problems. A session-by-session dropout prediction study of 
MOOC courses defines learning and predictive units as 
sessions and utilizes Long Short-Term Memory (LSTM) and 
d Gated Current Unit (GRU) algorithms shows that LSTM 
models perform up to 12.2% better than GRU models (Based 
on AUC) [7].  

II. MATERIAL AND METHOD 

For the development of predictive models, it is important 
to select the data to analyze and the features of the data, and 
the algorithms to be used in the predictive model must also be 
chosen for the purpose. Once the prediction model is created, 
it is necessary to go through the steps of evaluating how 
accurate the prediction will be in actual situations. These 
flows are as follows: 

 
Fig. 1  Flow Chart of Study 

 

1)  Data Collection: Using the log data in Learning 
management System Of Cyber university ( 2012.03.01~ 
2019.12.01) 

2)  Features Selection: The week information, User 
information, Previous  learning information, The access log , 
The Activities in classes , The Status Dropout 

3)  Data Preprocessing: Using Oversampling, 
Normalization, one-hot encoding technique, etc 

4)  Algorithm Selection : Decision Tree, Random-
Forest(RF), Support Vector machine(SVM), Deep Neural 
Network(DNN) 

5)  Evaluation: Accuracy, Recall(Sensitivity), Precision, 
F-measure, ROC curve  

A. Data Collection 

This study utilized 98,685 student statistical information 
from March 2012 to December 2019 and 1,480,275 log data 
stored in the learning management system for online learning. 
The student's statistical information, such as the number of 
enrollments, scholarship status, age, and course registration, 
was collected in the academic administration management 
system(ADS), and the weekly access records and learning 
activity records were collected in the learning management 
system(LMS) 

 
Fig. 2  Selection of Data 

B. Features Selection 

The conditions for online learning early dropouts vary 
according to the objectives of the prediction model, 
depending on whether the course was completed, whether re-
enrollment occurred in the following semester, grades, etc. 
This study emphasizes early dropouts in the online courses of 
universities, and so whether a learner re-enrolled in the 
following semester was set as a condition of dropping out. In 
order to predict dropouts as a course unit of courses such as 
MOOC, it was deemed reasonable to set such conditions as 
whether the course was completed and grades as conditions 
for dropping out.  
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It was deemed important to select usage features which 
were used as both conditions for dropouts and prediction 
analysis. In this study, previous studies on the analysis of 
online learning early dropouts were reviewed and features 
checked which were deemed to have a high degree of 
influence on dropouts, and the finalized selection was of 
features able to be used and gathered from a universitiy online 
learning LMS system. The features utilized in this study are 
displayed in  Table 1.  

TABLE Ⅰ 
FEATURES AND DESCRIPTION 

No Features Description 

1 Analytical Units Week (1 week to 15 week) 
2 Student information 

 
Semesters of enrolled 

3 Scholarship  
4 Age group 
5 Gender(male or female) 
6 Previous Degree 
7 Address(Domestic/Overseas) 
8 Transferring schools 
9 Multiple majors selected 
10 Online learning 

information 
Number of classes currently 
enrolled information Total 
access 

11 Activity information  Total access up to the current 
week (lms) 

12 Number of days of access up 
to the current week (lms) 

13 Total Learning time 
14 Avg Learning time(Total 

learning time / number of 
classes) 

15 Average number of class 
notification notices read (per 
class) 

16 Average number of task 
submissions(per class) 

17 Average number of bulletin 
board activities(per class) 

18 Average number of 
examinations(per class) 

19 Previous Online 
learning Information 

Total number of online 
courses up to the previous 
semester 

20 Number of online courses for 
the previous semester 

21 Overall grade of previous 
online training courses 

22 grade of previous online 
training courses 

23 Next semester 
Infomation 

1: Dropout 
0: Non-Dropout 

 
In this work, we use a total of 23 data features using a total 

of 22 input features and re-enrollment items for early dropout 
judgment. The main features selected are described in the 
following:  

 Week : It is unit information of analysis and prediction. 
In the case of universities, information from 1 to 15 
weeks was used because learning takes place over a 
semester from 1 to 15 weeks 

 Scholarship : Whether the student has received a 
scholarship at the time of enrollment for this semester 

 Previous Degree : Degree information before entering 
college (college or high school) 

 Transferring schools : Whether it is a freshman or not, 
transfer schools may have a strong willingness to study 
or have a strong resentment to online learning. 

 Multiple majors selected : Whether you have completed 
a double major or a minor other than a major, and if you 
choose a double major, you have a strong willingness to 
study. 

 Total access up to the current week (lms): The number 
of online learning systems up to the current week on 
which they are based. The more times, the less likely it 

 Overall grade of previous online training courses : 

Higher grades up to the previous semester are less likely to 

deviate; lower grades are more likely to deviate 

 Status Dropout: As universities often calculate 
dropping out based on the withdrawal of enrollment next 

semester, whether to re-enroll next semester has been selected 

as a dependent variable of the model. 

Many previous studies used whether or not to deviate from 
the subject's grades as a criterion for determining whether to 
re-enroll the next semester, which is easy to apply to 
universities, as a criterion for determining whether to re-
enrollment. 

By examining the correlation between the selected features, 
we confirmed the correlation between the 22 features selected 
to exclude features that are not related to dropout from 
analysis and the re-registration value that determines whether 
to drop out. 

Fig. 3  Confirming the correlation between features 

 
In this study, there were no features excluded from the 

correlation analysis because 22 features with high correlation 
were selected through previous studies on feature extraction. 

C. Data Pre-processing 

The data pre-processing process of making collected data 
suitable for analysis with machine learning algorithms is 
essential. In the study, the following methods were used in the 
data preprocessing process: 

1)  Converting Data to Numeric : Convert string data such 
as scholarships, gender, previous degrees, addresses 
(domestic/foreign), multiple majors, and enrollment status 
data for the next semester into numbers. 

2)  Removal of incomplete data (missing) : Data of students 
who did not have information for the previous semester, 
such as returning to school or re-entry, will be deleted. 
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3)  Removal Noise Data : Previous degree information, 
address information, sometimes missing values, so data is 
deleted 

4)  Removal contradictory data:  such as when a male 
social security number starts with 2, etc.  

5)  Resolving data imbalance : Oversampling of  dropout 
label data 

D. Algorithm Selection 

For early dropout predictions, it is most important to 
choose the best prediction model(algorithm). This work 
utilizes machine learning, an artificial intelligence algorithm 
that is effective for processing large amounts of data, referring 
to prior research on big data to implement optimal prediction 
models. In particular, deep learning algorithms conducted 
experiments to increase performance and accuracy through 
hyperparameter optimization. Each algorithm has the 
following characteristics: 

1)  Decision Tree: The Algorithm is widely used for 
classification and regression problems, especially which 
has the advantage of clearly understanding how the 
algorithms predicted  with visualization,  while having the 
disadvantage of performance degradation due to 
oversampling of training data. 

Random-Forest (RF): The algorithm is the most commonly 
used model for classification and regression in decision 
tree models that solve the performance degradation 
problem caused by oversampling of training data. However, 
Random Forest uses more memory than linear models and 
has a disadvantage of slow training and prediction.  

Support Vector Machine (SVM):  The algorithm has the 
advantage of operating with a small number of data 
characteristics, but it has the disadvantage of having speed 
and memory problems with increasing sample size, and it 
is difficult to understand how predictions were determined 
in difficult analyses.  

Deep Neural Network (DNN): The algorithm is  Designed 
for deep hidden layers of artificial neural networks, it is 
effective in distinguishing key content or features in 
complex materials in a way that most closely resembles 
human mindsets. In particular, good performance is shown 
in image analysis and natural language analysis, and good 
performance can be expected in high data volumes. 
However, hidden layer composition and hyperparameter 
tuning are very important because of the disadvantage of 
overfitting problems and time-consuming for learning. 

E. Evaluation  

Predictive models generated from training data should 
verify the accuracy of the predictions compared to the 
verification data, and predictions from the untrained data 
should be verified by comprehensively reflecting not only 
accuracy but also recall, precision, etc. Therefore, in this work, 
we demonstrate through the F-measurements of the ROC 
curve and the AUC values. The evaluation methods used in 
this study are as follows Table II 

 

TABLE Ⅱ 
EVALUATION AND DESCRIPTION 

No Evaluation Description 

1 Accuracy The proportion of  correct predicted 
data  
(TP + TN)/(TP+ TN+ FP+ FN) 

2 Recall 
(Sensitivity) 

The proportion at which the model 
predicted "dropout" of the actual 
correct answer was "dropout" 
TP/(TP+ FN) 

3 Precision The proportion of the model's 
predictions of "dropout" that the actual 
correct answer is dropout". 
TP/(TP+FP) 

4 F-measure How precise your classifier is, as well 
as how robust it is. 
2 * (Precision * Recall) / (Precision + 
Recall) 

5 ROC curve The TP ratio and FP ratio graphs are 
called ROCs. The area under the ROC 
is called AUC, and the closer the AUC 
is to 1, the better performing model. 

 
The above evaluation method is based on the Confusion 

matrix as shown in Table 3, and each indicator used in the 
evaluation is as follows: 

 True Positive (TP): dropout (actual) → dropout 
(prediction) 

 False Positive (FP): non-dropout (actual) → dropout 
(prediction) Misjudged 

 False Negative (FN): dropout (actual) → non-dropout 
(prediction) Misjudged 

 True Negative (TN): non-dropout (actual) → non-
dropout (prediction) 

TABLE Ⅲ 
INDIVATOR OF CONFUSION MATRIX 

 Predictive Value 

Positive(1) Negative(0) 

Actual 
Value 

True(1) True 
Positive(Tp) 

False Negative(FN) 

False(0) False 
Positive(FP) 

True Negative(TN) 

F. Design Deep Neural Network  

The development of the model used in this work was made 
using the Keras and Tensor Flow libraries, making it simple 
to implement except for deep learning models. However, for 
deep learning models, steps to design deep learning networks 
are essential and performance differences arise depending on 
their design methods. The resulting deep learning deep neural 
network model used in this work is shown in Fig. 4. 

 
Fig. 4 Design of Deep Neural Network 
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In DNN (Deep Neural Network) models, the cost function 
was used as binary_crossentropy, 22 input parameters, 3 
hidden layers, and the output function between layers was 
used as Relu. The last output layer used the sigmodi function. 
Furthermore, the optimization function chose Adam. 

III. RESULTS AND DISCUSSION 

The experiments collected and used 1,390,650 actual log 
records and historical data from learning data of 
98,685(98,685 * 15weeks) students from March 2012 to 
December 2019 as follow Fig. 5. 

 
Fig. 5 Sample of data to be used in this study 

 
Experiments performed 7:3 separation of collected and 

pretreated data into the learning dataset and test datasets, 
which led to learning on decision tree models, random forest 
models, support vector machine models, and DNN models. 

TABLE Ⅳ 
DATA SET USED EXPERIMENT 

Data Set Dropout (1) Non- 

Dropout (0) 

Total 

Train 166,855  869,337  1,036,192 
Test 71,509  372,573  444,083 
Sum 238,364  1,241,910 1,480,275 

 
We verify the performance of the prediction by applying a 

tester to the learned model. The performance verification 
results for each model are as follows: 

 

 
Fig. 6 Decision Tree Model  

 
The results of the prediction verification using the Decision 

Tree Model show significantly higher performance with 0.91% 
accuracy and AUC of 0.82 as shown above. However, the 
slow learning rate is expected to cause processing time and 
memory problems when applied to actual prediction systems. 

 
Fig. 7 Random-Forest Model 

 
The following Random-Forest models showed the best 

performance with accuracy of 0.96%, AUC of 0.95 and the 
fastest processing speed. 

 
Fig. 8 Support Vector Machine Model 

 
The following Support Vector Machine models showed the 

lowest performance with 0.81% accuracy and AUC 0.69 
performance. It also took too much time to learn, which was 
not appropriate for the university's prediction system. 

 

 
Fig. 9 DNN  Model 

 
Along with developing predictive models of good 

performance, this work aims to identify the potential for the 
application of deep learning methodologies. Experiments 
show that we used the most basic deep learning algorithm, but 
with an accuracy of 0.85% and AUC 0.77, we were able to 
demonstrate excellent performance.  

The results of the experiment are as shown in the table 5 
below. 

TABLE Ⅴ 
RESULT OF EVALUATION 

Evaluation Decision 

Tree 

Random 

Forest 

SVM DNN 

Accuracy 0.91 0.96 0.81 0.85 
Recall 0.70 0.76 0.55 0.39 
Precision 0.66 0.96 0.31 0.41 
F-measure 0.68 0.84 0.40 0.37 
AUC 0.82 0.95 0.69 0.77 
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Fig. 10 Evaluation Result graph 

 
As shown in this table, random forest models perform the 

best with accuracy of 96% , F-measure 0.84% and ACU 
0.95%, while deep learning models (DNN) exhibit accuracy 
of 0.85% and ACU 0.77 values with Adam and three hidden 
layers of optimization features. 

IV. CONCLUSION 

This study developed and validated machine learning and 
deep learning models to predict early dropout of online 
learners. In particular, we developed a model that predicts 
early dropouts by checking the performance every week, so 
that weekly predictions can be performed to prevent early 
dropouts in online learning, and in this case, it was confirmed 
that Random-Forest is the most effective. 

In addition, we investigated the possibility of utilizing early 
dropout predictions of DNN models through various 
experiments through hyper-parameters tuning of deep 
learning. As a result, a high accuracy of 85% was confirmed, 
and with further performance gains, it is expected that deep 
learning techniques can be used to predict early dropout of 
online learners. We plan to improve the applicability and 
performance of various deep learning models for distributed 
prediction using CNN and RNN among deep learning 
techniques in the future. 
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