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Abstract— Many researches and applications related to fuzzy clustering are still very important and interesting. One of them is 

focusing on sensitive fuzzy based for clustering regarding to the initial centroid. If the initial centroid is bad, it will not converge to a 

good clustering results. This is due to iteration process easily stuck in local optimum. A stochastic global optimization is used to 

handle this optimization problem. Laying Chicken Algorithm (LCA) is one current of the stochastic global optimization as a multi 

swarm optimization. It adapts individual laying hens in the process of incubating their eggs to improve the Chicken Swarm 

Optimization (CSO). In this article, Fuzzy C-Means (FCM) and LCA were modified to repair local optimum of Fuzzy Clustering 

proposed. The LCA is used to find the global optimum of FCM. Data were redefined to be a matrix of identity as initial population 

chicken of LCA. Then, the improvement of population and solution were updated to get the optimal solution. The experiment was run 

by using UCI dataset. The comparison was conducted by evaluating the term of Davies Boulding index, rank index and accuracy of 

overall average. The results indicate that FCMLCA method has better performance than the compared methods. 
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I. INTRODUCTION 

Clustering is a process of placing the data object to the 

mutually related set group called clusters. Clustering 

technique is applied in many application areas such as 

pattern recognition [1], segmentation market [2], and image 

processing [3], etc.  

Kapoor et al. [4] classifies clustering algorithms into three 

types, namely hard, fuzzy, and probabilistic. The most 

famous hard clustering algorithm is K-mean clustering. This 

algorithm creates partition of the data object to the k clusters 

[5], [6]. This model does not correspond to the real data set 

which does not contain clear restriction among the clusters. 

To overcome this, the researcher used the theory of fuzzy  

for the clustering process. Fuzzy algorithm can map data 

objects partially into various clusters. Degree of membership 

in fuzzy class depends on the proximity of the data objects to 

the center of the class. In 1974, Bezdek introduced Fuzzy C 

Mean (FCM) as the most famous fuzzy algorithm[7]. 

The FCM algorithm is very effective. However, the 

iteration process of this algorithm easily crashes at the local 

optimum due to the random selection of data centers 

(centroids)[8]. To solve this problem, the evolutionary 

algorithms that have been successfully applied to clustering 

are genetic algorithm (GA) [9], simulated annealing (SA) 

[10], ant colony algorithm [11] and particle swarm 

optimization (PSO) [12]. PSO is an optimization algorithm 

based on population that can be implemented easily to 

resolve the optimization problem or problem that can be 

transformed into optimization function [13]. 

Li et al introduce combination of PSO with Fuzzy which 

is known as "Fuzzy Particle Swarm Optimization" (FPSO)  

[14]. FPSO can anticipate the problem of being stuck at the 

local optimum, but this algorithm requires a longer response 

time than FCM. In addition, PSO is a single swarm 

optimization method, namely a global optimization method 

that builds a calculation formula from the results of 

observing an individual’s social behavior which is 
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influenced by the behavior of other individuals in a social 

group [12], [13]. 

Method development is still being done to get better 

performance. Xianbing Meng et al developed a multi-swarm 

optimization method, namely Chicken Swarm Optimization 

(CSO). Compared to the single swarm optimization method, 

CSO can achieve better optimization results in robustness 

and accuracy [15], [16]. The continuation of CSO has been 

developed in 2017. Hosseini E developed Laying Chicken 

Algorithm (LCA). LCA is not a single swarm optimization. 

This algorithm adapts individual laying hens in the process 

of incubating their eggs. LCA is more simple because it is 

not influenced by other individuals such as in PSO so that 

the optimization problem solving time is shorter than other 

metaheuristic algorithms [17]. Therefore, LCA will be 

combined with FCM in solving clustering problem in this 

study. 

The remainder of this paper is the FCM described in 

Section II. PSO is described in Section III. The FCMPSO is 

presented in Section IV briefly. In Section V, the principles 

of LCA are presented. Sections VI and VII present the 

proposed method and experimental results, respectively. The 

last section contains conclusions and further work 

II. PRINCIPLE OF FUZZY C-MEANS 

Fuzzy C Mean (FCM) is a clustering technique with a 

degree of membership to determine the presence of each 

data point in a group [13], [18].  Suppose there is  objects  

 in  dimensional space, FCM partition 

the objects in  cluster with  

cluster center or centroid. Fuzzy cluster objects are described 

as  rows and  column fuzzy matrix . The elements of the 

matrix  in row  and column  are denoted by  which 

shows the membership function of the -th object with the -

th cluster. 
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where  is a scalar which states the exponential weight with 

 and fuzziness control of the cluster results. 
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 is an Euclidean distance from object  to cluster  and 

subject to 
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III. PRINCIPLE OF PARTICLE SWARM OPTIMIZATION 

Particle Swarm Optimization (PSO) is an optimization 

method based on the social behaviour of organism that 

consists of individual actions and other influences in a social 

group [19]. PSO finds the optimal solutions through 

collaboration among individual in a swarm population. Each 

individual is called a particle or agent with two components 

(variables) namely position and velocity [20]. For a problem 

in the swarm with n dimensions and m particles then the 

position and velocity of i-th particle are denoted as in (4). 
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PSO Algorithm is expressed as in (5): 
 

 

(5) 

where, 
 

 

(6) 

Vector parameter  is notated as an estimator from 

optimum value in -th iteration  called the velocity 

vector which is the vector modification of the vector 

parameter (momentum for the next iteration).  is the best 

estimator achieved by the particle.  is the best outcome 

of the results ever achieved by all particles until -th 

iteration.  and   are personal best and global best 

respectively. Coefficient  and  are two positive 

numbers in a certain range using uniform distribution with 

upper bound to determine the balance between the best 

individual estimator and the best swarm estimator. 

Coefficient  is denoted as inertia adjustment effect and  as 

renewal coefficient. 

IV. PRINCIPLE OF FCM-PSO 

In Fuzzy Particle swarm optimization (FPSO),  is the 

particle position that shows the fuzzy relation of the data 

object  to the center of the cluster or 

centroid   can be expressed in a matrix as 

in (7): 

 

 

(7) 

where  is membership function of -th object with -th 

cluster. Matrix position on each particle is the same as the 

fuzzy matrix  in FCM, likewise the velocity of each 

particle is represented by a matrix of size   rows and  

column with elements in the interval . The change in 

position and velocity of the particles are based on the matrix 

operations as in (8): 

 

 

(8) 
 

where, is positive constants of pbest,  is positive 

constant of gbest,  and are randomly valued in range [0, 

1], is weight 
 

 

(9) 

with    is velocity particle and  is position particles then 

transformed into the formula (10): 

 

 

(10) 
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V. PRINCIPLE OF LAYING CHICKEN ALGORITHM 

This algorithm is an algorithm that adapts the behavior of 

laying hens in turning eggs into chickens [17]. In continuous 

programming problems, eggs are represented as feasible 

solution while the chicken is the optimal solution. In farms, 

breeders use fake eggs to keep laying hens in their nests 

because laying hens prefer the same location or nest, not an 

empty nest without eggs. That behavior of laying hens is an 

idea to make a feasible initial solution which makes the 

initial population in an algorithm. 

A.  Laying Chicken Algorithm (LCA) Concept 

1) Initial Population 

Initial population of the settlement has been made near 

a feasible solution so that the next simulation is to 

define the initial which is a neighborhood with n 

dimension from R^n which is defined as in (11): 
 

 

(11) 

with X is initial solution, -dimension vector denoted 

by  and positive integer . This algorithm will be 

more efficient when k gets smaller because not many 

solutions will be missed around the initial solution. 

2) Population Improvement 

Each solution in the population must be converted into 

 if the objective function is no better than the 

objective function of . Actually, the value of the 

particles has been changed in vector direction that 

connects with . This solution is modified as in (12): 
 

 

(12) 

 

with  is a vector of  to  and , 

 in the maximization problem. For   

will not change the solution well, thus the interval 

 is eliminated and we use the best  in 

interval . 

3) Solution Improvement 

The rotation of the egg by the hen where it turns the 

egg three or four times each day has inspired the final 

property of this simulation method. In this step except 

the best solution, all members of the population change 

slightly in (13). 
 

 

(13) 

 

with  is a given positive integer. Each solution  

which  can be changed using formula (14):  
 

 

(14) 

 

Meanwhile, for each solution  which  can 

be changed in (15). 
 

 

(15) 

 

In each iteration, the best solution can be stored and 

other selected solutions close to the best solution 

becomes the initial population in the next iteration. 

B. Laying Chicken Algorithm (LCA) 

1) Determine the initially feasible solution , the 

number of iteration and any positive integers   

2) Build the initial population around . 
3) Each solution in step 2 which has an objective function 

no better than , must change direction toward 

 and will obtain the . 

4) Change the whole solution except the best solution. 

5) Objective function of the all solution updated supposes 

to be .  

6) If  or the number of 

iteration is more than  then the algorithm is 

terminated. Otherwise then return to step 2. 

VI. PROPOSED METHOD 

This research is a literature study by reading relevant 

books and journals. In this case, the theory of FCM, PSO, 

FPSO and CSO for clustering has been studied. Then, a new 

method is established by applying LCA to solve the FCM 

problem. The method to be developed is based on the LCA 

algorithm to modify iterations in determining the optimum 

point in the FCM to increase its accuracy value.  

 

Here, LCA will be applied to clustering technique. We 

redefine the proposed method into chicken-domination 

identity and relationships. Let,  is chicken position shows 

th-fuzzy relation from datasets , 

, is a set of cluster centers.  is expressed 

by: 
 

 

 

(16) 

where,  is datasets of the -th in -th cluster constrains by  

 
Afterwards, we obtained the  position matrix of each 

chicken, we performed an update of each particle using the 

 matrix in the range [0.1]. Furthermore, the position of 

the rooster, chicken and chicken is updated respectively 

based on the matrix operation using  
 

 

 

 

 

(17) 

 

It is possible to violate constraints during the process of 

updating the position of the matrix. Then, evaluate the 

fitness function for a general solution is to use 

 

 The notation  represents the FCM destination function 

and  is a constant.  

The best model of LCA based clustering is indicated by the 

smaller Jm. It means that similarity of clustering and also 

higher individual fitness  have good performance. 

Furthermore, the steps of proposed technique are as follows: 

1. Initializing parameters P, 
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2. Creating a chicken swarm with  chicken groups 

(roosters, hens and chicks)  

3. Initializing  for the swarm of each chicken group, 

4. Calculating the cluster centers, 

5. Calculating the fitness values, 

6. Updating the matrix position by improvement of LCA 

and solution improvement of LCA 

7. Returning to step 4, 

8. Until terminating condition is met. 

The maximum iteration of fitness value in the LCA method 

is proposed as a termination condition. 

VII. EXPERIMENTAL RESULT 

This section presents the empirical work, performed by 

six datasets that documented from the UCI website. Then, 

datasets analysis on PC with Intel i5-8400  six core CPU 

2.8 GHz and 8 GB RAM using MATLAB 

programming language with Windows 10, 64-bit as an 

operating system. The datasets were captured from the UCI 

that can be viewed in Table I 

TABLE I 

DATA SET 

Data The Number of Attribute Data Size 

Cancer 9 6147 

E-coli 7 2352 

Glass 10 214 

Ionosphere 34 11934 

Iris 4 600 

Spam base 57 262257 

All size of selected data is horizontally or vertically 

different. Data Selection process was done by using the 

proposed technique performance. Then, some datasets were 

modified by deleting the sample which had incomplete data. 

The experiment runs with the specified number of 50 with a 

population of 100 with a maximum number of iteration 

fuzziness index variations is m ∈ [1.1,2.0], and then the 

average Davies Bouldin index, rank index and accuracy are 

calculated. 

 
Fig 1. Illustrates that the LCA based clustering technique 

Fig 1. Illustrates that the LCA based clustering technique  

has the lower Davied Bouldin index compared to CSO based 

on six datasets. It shows that the proposed approach is better 

than the baseline technique. 

 

 
Fig. 2  Accuracy Comparison 
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Fig. 3 Rank Index Comparison 

The overall average of accuracy is showed in figure 2. It 

can be viewed that the proposed approach is better than CSO 

based clustering. Meanwhile based on rank index which is 

illustrated in figure 3, it can be seen that both techniques 

have almost similar result in average. 

VIII. CONCLUSIONS 

The clustering with emphasis on LCA technique has been 

implemented as an alternative approach in fuzzy clustering 

problem. Furthermore, the LCA based technique has been 

successfully utilized by using UCI datasets. It is indicated by 

the experiment results that the proposed approach has better 

performance in term of Davies Bouldin index, rank index 

and accuracy in overall average, respectively 
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