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Abstract— In Mobile Ad Hoc Networks (MANETS), lack of a fixed infrastructure, dynamic network topology, devicemobility and
data communication over wireless channels make thaulti-hop routing a very challenging task. Due to nission-critical applications
of MANET, dealing with these challenges through thelesign of a Quality of Service (QoS)-assured pratol is a substantial problem.
Mobility in MANETS is commonly considered as a negave factor on quality, although we suggest that th right approach to mobility
awareness using wisely selected metrics can leadaaobust and QoS-assured protocol. In this papemnve propose QMAR-AODV, a
QoS-assured Mobility-Aware Routing protocol which s an optimized version of AODV protocol. We utilizea combination of stability
and quality metrics including Mobility Ratio (MR(C, E)) between nodes in a route, Energy Efficiency andongestion load to choose
the most stable and QoS-assured routes. Our simulah results show that QMAR-AODV protocol outperforms E2E-LREEMR and
reduces route instability, end-to-end delay, dataatransmissions and packet loss by 8.3% 10.9% 10.6%d 5.4 respectively, while
increases data reception and network throughput by.1% and 4.8% respectively, compared to E2E-LREEMRouting protocol.

Keywords— Mobile Ad Hoc Networks (MANETS), Mobility, Qualit y of Service, Routing.

. INTRODUCTION

Mobile Ad hoc Networks (MANET) are infrastructure-
less and decentralized networks with node mobslitg data
communications over multi-hop wireless links [1-3hey
had been studied first in defense research and fieste
deployed in the US military, but due to their shieafeatures
such as low cost, rapid deployment and configunatiad
straightforward utilization, the use of MANETs hatieen
widely spread and applied in various areas likeigtiy and
medicine [4].

Despite MANET's challenges like its dynamic topgyjo
and limitations including nodes’ limited computat& and
processing power, their reliance on battery powed a
bandwidth-constrained  wireless links, its various
applications and mission-critical roles provoke tieed for
data forwarding strategies that guarantee Quafitesvice
(QoS) throughout the network.

Presenting an efficient routing protocol in MANTS i
crucial and requires an optimal QoS mechanism whieh
suggest through a QoS-assured Mobility-Aware Rautin
(QMAR_AODV) protocol based on AODV [2-3, 5]. There
have been various studies concerning routing op#tian
and communication models in MANETSs in majority of
which, the significant role of mobility and its efft on QoS
has been underestimated [6-9]. Node mobility ifective

matter in link failures which leads to packet lasgl hence,
data retransmissions. Also, route failures prodeceor
packets and require extra time for network convergeand

a novel route discovery process if no other vigdaths exist,
all of which cause more delay in data delivery aad result

a decrease in quality. Despite nodes movementsativeg
impact on QoS, by carefully analysing this factog wan
choose the most stable and QoS-assured routesafar d
delivery.

The proposed protocol provides QoS-guaranteednguti
by analysing a combination of stability and quafagtors of
available routes, in order to find the optimum path

This paper is organized as follows. Section 2 rgsithe
related work regarding MANET routing protocols wiffoS-
assurance. The proposed QMAR-AODV routing protoisol,
described in section 3, while the protocol routprgcess is
discussed in section 4. In section 5, the ovematfigpmance
of QMAR-AQODV is evaluated through extensive simida
and eventually section 6 states the final conchsio

II. RELATED WORK

Due to MANETs' distinctive properties like dynamic
topology, their routing protocols and route disagverocess
greatly varies from other networks’; thus, the dudlnced
protocols for MANET are designed accordingly to idvo
unacceptable overhead and dysfunctionalities. Bodgofor



MANETs are categorized into four groups of reactive
proactive, hybrid and geographical routing protecol

A. Reactive (on-demand) Routing Protocols

In this category which includes protocols like AODV
ACOR, DSR and ABR, no previous node to node patist e
and route discovery process initiates only wheata gacket
needs to get to a certain destination; hence, ifdata
delivery over a network’s lifetime occurs, no raugill be
discovered as well. In a route discovery processsiburce
node broadcasts Route Request (RREQ) packets otheit
nodes, until it reaches the destination which esplivith a
Route Reply (RREP) packet back to the source. Ttygmes
of protocols require less memory for route discgvand
routing and due to their on-demand routing naturgose

tables. These update packets cause overhead loet aih
routes are available in nodes’ tables, process/didareases
[14-18].

C. Hybrid Routing Protocols

Protocols including ZRP, ARPAM, OORP, HSR and
CGSR make up this group, which use a combinatiothef
techniques used by reactive and proactive routimogppols,
i.e., update packets are sent similar to proagie¢ocols but
with longer intervals and on-demand routing occardy
when there is no viable path from source to destina
These routing protocols are utilized both in wiregtworks
with fixed infrastructure and wireless networks tsuas
MANETs according to the networks’ efficiency nedd$-
23].

less overhead compared to others. While because of

discarding their unneeded paths, for any new dtitim,
route discovery has to run which causes more dé@l 3].

B. Proactive (table-driven) Routing Protocols

This category includes protocols like DSDV, OLSR,
WRP, CGSR and FSR in which route discovery happens
before any data delivery requests are received evaty
node has routes to every other node in the netexek if no
data delivery had been made before. In this cayegemwork
updates are sent out on a periodical basis on arag® of
five seconds which is used by nodes to update tbeting

D. Geographical Routing Protocols

These protocols are based on the Global Positioning
System (GPS) like the Greedy Perimeter Statelesgifp
(GPSR) protocol, the most commonly known in this
category [24-25].

In this paper we work on the basis of reactive irgut
protocols particularly AODV, due to its vast ared o
application, quick convergence and more suitabiufes
for use in MANETs. MANET's routing protocols stated
above and their variations are summarized basethein
properties in Fig. 1.
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Fig. 1. MANET's routing protocols categorized basedtheir features

In a lot of previous studies, congestion and energy
control of paths and their corresponding nodes Hzeen
discussed to improve QoS. Table |. summarizes these

studies and introduces some of their limitations.
TABLE |.
RECENT STUDIES REGARDINCQOSIMPROVEMENT INMANET AND SOME
OF THEIR LIMITATIONS

Function

Proposes a
delay-sensitive
QoS support
data  delivery|
with delay,
queue length
and energy
consideration

Researct

Baccouche
et al. (2016)
[9]

Deficiency

Does
support
by
considering
congestion load’
effect; does not
use a multifactor
routing
mechanisr

Ignores some
quality affecting
factors; does not
use a multifactor
mechanism with
different  value
coefficients  for
each factor, based
on traffic load ;
protocol failure
with increased
intermediate node
mobility

Not efficient in
different traffic
load patterns;

not
stability
not

Proposes a
priority-based
QoS support
plus energy
efficiency
Qin et al| consideration

(2015) [10]

Proposes a
protocol based
on intermediate

Chughtai
et al.(2016)
[17]

nodes’ traffic
load, route’'s
hop count,
remaining
energy
connection
quality for datal
delivery
optimizatior

and

does not use a
multifactor
mechanism with
different  values
for each factor
based on different
network
conditions

Attada et
al. (2015)[1
(Tyagi, Som,
& Rana)2]

Proposes an
interlayer
interaction
mechanism
called DYMO
to use different
layers’  profits
toward quality
improvemer

Does not
consider the
dynamic nature of
MANETs; does
not consider
quality factors of
intermediate
nodes, in
routing proces

the

Liu et al.
(2016) [14]

Proposes a
routing protocol
based on
clustering by
considering
delay
failure
intermediate
node:

and
of

Does not
consider crucial
quality factors in
routing; does not
use a multifactor
mechanism

Proposes a Does not
QoS  protocol| consider the
based on dynamic nature of
, AODV by | MANETs; does
|(32L6|fg 1? considering not use a
al( ) [16] congestion load, multifactor
delay and mechanism;
energy
efficiency
Proposes a Does not
reliability- consider
aware routing congestion load
protocol called and energy
RA-AODV in | efficiency in its
which routes| routing process;
Tiagi et al.| are constrained produces
(2016) [19] with end-to-end| overhead by
delay and| constantly
bandwidth substituting
parameters  to neighboring
provide QoS nodes of fast-

paced nodes for
therr

Proposes a Does not
mobile agents consider stability
based reliable of  connections
and energy between

Nallusamy . . .
efficient intermediate

et al. (2016) . )

[20] protocol using node.s, does not
network load,| consider end-to-
minimum drain| end delay
rate and link
availability

We assume

Ill. QMAR-AODV PROTOCOL

that

the network

is homogeneous,

communications and data deliveries are concurrext a
bidirectional, nodes have random movements, eade i®
given a unique ID and no central access point £xisg. 2
illustrates such a network.
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Fig. 2. The networkmodel assumed for QMAR-AODV



Based on the previous studies and the remaining
challenges concerning mobility control and its @ilic
impact on QoS, we propose QMAR-AODV based on
AODV for MANETSs. Specifically, QoS support through
analysis of mobility is the main objective of theoposed
protocol. Fig. 3 shows the protocol process ovevvénd
Table Il introduces the notations used in the eatin

process.

Metwork launch

!

Route discovery
process initiates

¥

Data transmission
toneighboring nodes initiate

!

Eroadcasting RREQ packets
to neighbors

!

RREQ recepfion inneighbors
and rebroadcasting towards
destination; similar to AODV

First RREQ packetreceived at
destination; waits for the remaining
RREQ packets from other nodes;unlike

!

Unicasting each RREPpacket through
reverse route with quality and stability
fields added to thepacket

v

Reception at
source??

RM factor calculation of
available paths; i=1

Does the i"route have the
largest RM factor?

Inzert pathssequentially according to
their RM factors in the routing table;
establish maincommunication channel

etwork process
terminated?

Fig. 3. The operation process of QMAR-AODV protocol

TABLE II.
LIST OF ANNOTATIONS USED IN THE ROUTING PROCESS

Metric Descriptior
Differential Received  Signal
Drssi(c.g) Strength Indicators between two
nodes C,|
P(RSSw+1) RSSI Fredictior
RSS+ RSSI Thesholc
MRc c II;/Iobility Ratio between two nodes
RSSI(AM RSSI within 1 meter distan
R(Drssi(c k) RSSI Difference Ratio between
) two nodes C,
Stability indicator according to
Sce nodes’ current positic
Stability Ratio of a node E, in
SRe@-1,0) accordance with its neighbors
throughout tim
Final stability between two nodes
FScr C.E
1 power of the signals receiv
PSy Path stability between a source and
destinatiol
EE Energy Efficiency
RE; j'" Route Energy efciency
NC Node Congestion ré
RG Route Congestion r¢
RD; j'" Route Dela
i Route (stability and quality)
RM, Measur:
QR Quality of {" Route

Route discovery process is initiated at the souage
and the route with the largest Route MeasuremeM) (R
parameter, which is a combination of stability anality
factors of that path, is chosen as the main comeation
channel and other discovered paths are sequentially
inserted in the topology table of the source naibackup
routes in case of the main link failure. RM of {Hepath is
the multiplication of path stability and route dtal
amounts of the respective path and is expressed as

Rﬂfj- = P50 I?RJ: (1)

Protocol stability evaluationstability-awareness is the
main and first step in QMAR-AODV. Each node evasisat
and calculates its stability in relation to its gigbors then
inserts this amount under the stability factordjein its
routing table. These components and factors onsade
designed to eventually evaluate link stability asitbose
the most stable path, passing through more staddies
The stability factor at nodes and hence, linksbiitg is
evaluated through consideration of the followingtnics:
First, nodes’ relational movemenisgainst each other
called MR(C,E), Second, nodes’ current or absolute
position against each other called S(C,E) [26] #wicH,
nodes’ movement against neighbors with respecthto t
amount of changes in node’s neighboring table dalle
SRE(t-1,t)
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Fig. 4. Intermediate nodes’ connection stabilitgleation against
neighbors

Nodes’ relational movements: implies nodes’
movements against each other meaning if nodesedtiag
closer, stability increases otherwise stability rdases.
MR(C,E) is used to evaluate stability ierms of relational
proximity between nodes. Fig. 5. contains the pseade
towards the calculation of this factor. DifferehtRSSIs
(DRSSI(C,E)) and the DRSSI Ratio (R(DRSSI(C,E)))
between two nodes which declares two nodes’ relatio
movements, are calculated at destination and asepted
below, where V is the value factor of the signaseived
and a positive I (,) indicates two nodes
approaching otherwise moving away from each other

DRSSIC,E) = RS51p 5 (t) — RSSIio 2 (E — 1) )

R(DESSI ¢z} = (V » DRSSI (o) (2 — 1.5))

+(Q = V)V« DRSSl (£ - 2.6 — 1)) .
- (
+(@ =¥ V2 DRSSI g (£ =3t = 2)) + -

n {(1 N L DRS‘S‘I.,;:.(EI.'L])

Then we predict the subsequent signal receptiemgth
(P(RSSI(t+1))) by the current signal receptioresgth and
its previous amounts plus the dispersion index tesva
below Where p is the average signal reception power
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Fig. 5. Nodes’ relational mobility (MR) calculation
Nodes’ absolute position changemplies two nodes’
current position with respect to one another and th
stability of this connection. Stability of a linlebween two

nodes is more when they are placed in a good pasiti
relation to each other and less stability resultsmf an
improper positioning of the two nodes. Connectitabgity
between two nodes is
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Wherel0 1 is the two nodes’ distance

from each other, RRC the radio range of the noden@
VH is the vertical handoff factor which can be argount
from 1 to the radio range of the node.
Node’s changes in accordance to its neighborgplies
the movements of nodes and changes in their
corresponding neighboring tables, which affectdibta
meaning, more movements in network and hence lgavin
previous neighbors and obtaining new ones, causses |
stability. The stability rate of the node E regagliits
neighbor shifts through time is )
k , k .
SRe(t - 18) = Yoo New NG, + X Non NG; ©6)
TNN

WhereNew NGy is the & new neighboriVur V&p the
previous B neighbor and TNN the total number of nodes.
Eventually the final stability between the node€Gs

FSce=|(1 —5Rz(t—1.8)) * S;cg) * MR
(C.E) E (C.E)

3
(E.E J
(7)
And the path stability between a source and degtima
which is used as the stability factor of a route is

Ps = mm{Fs 7}
PS5 =) s=C=d-1
€)

E=C+1

Protocol QoS evaluationQoS-awareness is the second
step in QMAR-AODV that leads to the choice of QoS-
assured routes in this protocol. Each intermedraide
calculates its quality measure and adds it to tleit&
Reply (RREP) packet on the reverse route, which
determines the overall quality of the path at therse
node as shown in Fig. 6. Quality is evaluated thhou
consideration of the following metrics: First, emger
efficiency or the remaining energy of nodes. Sec¢ond
congestion load and third, end-to-end delay by iclemisg
the number of hops.

[Energy,
Congestion,

Delay) Conge
[AB) ongestion,

Delay)

0=0:
M '
° [A,8,C,D]

[\ RREQ (AEED]
T RREP

0‘\0 (AEF]

[AE] [Energy,

Congestion,
Delay)

[Energy,

[Energy,
Congestion,

Delay]
Fig. 6. QMAR-AODV QoS evaluation using RREP packatklitional
fields



Energy efficiency Energy has always been the main
concern in mobile ad hoc networks and so in QMAR-
AODV we specifically consider Energy Efficiency (E&s
a quality evaluation metric. Energy in a node refer the
remaining amount of energy and its efficiency fatad
transmission and reception. Energy efficiency & tiode
C and the energy efficiency of th& path are shown
respectively. .

EE. —1— ff—
Ee(9)

RE; = [I}-, EE; (10)

Where CErefers to the energy consumption of the node
C, IEcrefers to the initial energy of the node C and thés
number of intermediate nodes.

Congestion load It is also a substantial matter in
MANETs and refers to the congestion load of nodaes a
their corresponding paths. This factor plays anemieble
role in the amount of delay, data reception ratiok
failures and error rates and other network perfocea
factors, in multi-hop networks. Congestion loadted node
C and the Y} route’s average congestion load are shown
respectively.

NCp=1-=—"

TT o (12)

Where BE: is the buffer busyness of the node CcBS
the total buffer space of the node C and n is tivaber of
intermediate nodes.

Delay: It is an essential limitation in MANETs and is
considered in most routing protocols including AODW
MANETS, it refers to hop counts of a route such thare
hops result in the increase of end-to-end delagrotise,
less delay is resLuIted. End-to-end delay of th@jite is

RD. =—
4 HE (13)
Where HC refers to the hop counts of thequte and in
AODV, it is available for each path.

Eventually, the overall quality of th# joute is
o, = (o-RE;) + (p.RG) + (=RD) 1y

Where the coefficients are value factors of eachlityu

metric and
d+pt+t= 'J.(15)

The amount of each coefficient will vary dependomy
the importance of each metric in a network. In rlate
sections we determine these amounts in simulatéords
according to conditions of our network. In furtretudies
we might be able to implement a method to autoraliyic
define these factors, proportionate to each typeeofork.

Protocol routing mechanisnThe optimum path at the
source node is chosen based on the magnitude Rbiite
Measure (RM) factor which is calculated by the
multiplication of both stability and quality facsiof that
path.

IV. QMAR-AODV’ S ROUTING PROCESS

QMAR-AODV assures QoS and stability and is an on-
demand routing protocol and like AODV, route diseoy

is based on two steps or types of packets calledteRo
Request (RREQ) and Route Reply (RREP).

Route Request (RREQThis step is similar to AODV
except that destination waits for a specific amafrtime
after the reception of its first RREQ packet, urdil other
RREQ packets from intermediate nodes arrive, while
AODV destination stops the route request process an
replies, after the first request is received.

Route Reply (RRBPafter the reception of all RREQ
packets, QMAR-AODV unicasts RREPs through each
discovered reverse route, while in AODV this repbcurs
only once to the node whose request had been estéigt.
RREP packets in QMAR-AODYV own a few extra fields to
determine quality and stability values, as showikio 7.
Each intermediate node receiving an RREP packetgalo

the reverse route extracts thez! field from the packet
and with the two other stability factors in relatito the
previous node and their connection, recalculatabilgly

and if this amount is less than the current ondates this
field in the packet. It acts similar with qualitsdtors and if
necessary, updates the quality field as well. Exadhyt the

node adds it§R:(t — 1.£) factor to the packet and sends
it to the next node in the reverse route towar@sshurce
node. This process repeats, untill all RREP packe¢s
received at the source, which then calculates tgdtor
for each available path using (1) and establishesrdute
with the largest RM factor as the main communicatio
channel.
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n delend on the availability of number of QMAR AODV RREP entries

Fig. 7. The RREP packet in QMAR-AODV

V. QMAR-AODV PERFORMANCEEVALUATION

In this section QMAR-AODV's simulation results has
been compared to E2E-LREEMR routing protocol. The
desired network environment has been established in
Optimized Network (OPNET) simulator [27], where the
protocols being compared, are defined on netwoideso
The network settings and parameters are shownhbieTh
and the performance factors and their calculatians
stated in Table IV.

TABLE II.
OPNETSIMULATION SETTINGS
Paramete Amount
Simulator versio OPNET 14.!
Number of node 10C
D_ata transmissio 250m
radius
Initial erergy of 100,




node:
Data
transmission/reception  1W,1W
powel
Idle Time powe 0.0001wW, 0.0001\
Network dimensio 1500m*1500r
Transpprt layer CBR/UDP
transmissior
Packet siz 512Byte
Transmission 0.002W
powel
MAC layer
protocol, transmission 802.11b,11Mb/sec
rate
Mobility patterr Random Way Poil
Node velocit 5m/s
Simulation duratio 600se
Time needed fo
Network 20sec
establishmen
TABLE IV.
PERFORMANCE FACTORS
Paramete Amount
End-to-end E;:.:T:ber of 'mnmnwﬂgla}r il]
delay Number of Trancation
Throughput
Routes’ Y. No.of Route Error per Rout
instability Time (s)
Network
reception rate
Packet-loss Y No.of PK Drop
rate Total no.of packets
Retransmissio Y. No.of Retransmission PK
n rate Total no.of packets
Data delivery| % No.of data Byte Send =8
rate Total no.of pockets

The following factors have been used to compare

QMAR-AODV and E2E-LREEMR protocols:
a) Route instability:In multipath routing between a

source and destination, discovered paths breakibdde
to the dynamic topology and other causes. This eghnin
networks is referred to as the instability factdrroutes
that leads to changes in neighbor tables, carrigdbgy
Route Error (RERR) packets. Fig. 8. lllustrates the
instability rate of network links and communication
channels ofQMAR-AODV ande2E-LREEMR, compared
with the help of OPNET simulator which shows 8.38sl
instability in QMAR-AODV, than in E2E-LREEMR. The
proposed protocol chooses the most stable path by
calculating the Path Stability (Rp for each of the
discovered paths, then for quality evaluation, sake
congestion load, delay and energy efficiency ofasonhto
account. As a result more stable choices and liegs |
failures and errors concerning communication chinne
occur.

-
=

e
=

W a0 0 a0 so 6w 0 150 200 E 400 En) 7
time (sec) e (sec)

Fig. 8. QMAR-AODV and E2E-LREEMR route instabilipmparison

b) Data reception ratio:refers to the ratio of data
bits received at destination, to the data bits $&mh the
source node [28]. Fig. 9 and Fig. 10. illustratadation
results of this factor in both protocols with thamse
network simulation settings and thus same data
transmission, but different data reception rates@ting to
each of the protocols’ performances. QMAR-AODV
increases this rate by 5.1% compared to E2E-LREEMR,
due to its stability and quality support and hereducing
failures.
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Fig. 9. QMAR-AODV and E2E-LREEMR data reception qarison
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comparison

c) End-to-end delayTwo general factors affect end-
to-end delay such as routing process and perforenaha
protocol, regarding QoS and stability support. Fid..
shows both protocols’ simulation results concernitlegay
in which QMAR-AODV outperforms E2E-LREEMR by
10.9% due to an additional congestion load conati®r,
which leads to a more balanced traffic load aloathe and
hence reduces data channels’ end-to-end delay. QMAR
AODV picks the most stable route with a high gutean
rate of data delivery, while E2E-LREEMR decides mipo
energy efficiency of links and connection stabilityes not
play a role in routing process and thus more erfaikires
and retransmissions occur which cause more delay
compared to our proposed protocol.

Fig. 11. QMAR-AODV and E2E-LREEMR end-to-end detaymparison

d) Packet loss ratio:In some situationsdue to
MANETs’ dynamic topology, packet loss occurs, but
different protocols with different performances hav
different packet loss ratios and the goal is taucedit as
much as possible [29]. In QMAR-AODYV stability and®®
assurance reduces packet loss to some extent.1Big.
lllustrates this performance factor which is 5.486dl in
QMAR-AODV compared to E2E-LREEMR, specifically
due to its stability support along paths.

Fig. 12. QMAR-AODYV and E2E-LREEMR packet loss ratmmparison

e) Retransmission rate:Data retransmission is
caused by ignoring quality factors and non-stalsiksl in
routing processes of multi-hop networks. Stability
evaluation in QMAR-AODV protocol results in more
stable paths including more stable intermediateenod
According to simulation results illustrated in Fig3.
QMAR-AODV reduces retransmissions by 10.6%
compared to E2E-LREEMR.

Fig. 13. QMAR-AODV and E2E-LREEMR retransmissiotera
comparison

f)  Throughput QMR-AODV’s QoS and stability
support results in increased network throughputs Kind
of network with such settings and physiddAC layer,
ideally could have an 11mbps throughput, but thi®ant
differs according to the protocols’ routing mectsans and
overall performance and efficiency. Fig. 14 illases that
QMAR-AODV has shown 4.8% increase in throughput
compared to E2E-LREEMR.



Fig. 14. QMAR-AODYV and E2E-LREEMR throughput comigan

V1. CONCLUSION

Routing with QoS support is a challenging but neass
task in MANETS. In section 2, we analyzed some mece
studies on QoS-assured routing protocols and stdete
deficits regarding some aspects of their routingcpdures
and performances. This analysis on different patoéor
MANETSs and observing some performance deficienities
them, led us to proposing a new Qos-assured anditypob
aware routing protocol called QMAR-AODV, stated in
section 3. Simulation results showed, an increasauility,
data reception and throughput, while a decreasmihto-
end delay, packet loss and retransmission rategtiwork
communications’ performance.
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