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Abstract—Pneumonia, a prevalent inflammatory condition affecting lung tissue, poses a significant health threat across all age groups 

and remains a leading cause of infectious mortality among children worldwide. Early diagnosis is critical in preventing severe 

complications and potential fatality. Chest X-rays are a valuable diagnostic tool for pneumonia; however, their interpretation can be 

challenging due to unclear images, overlapping diagnoses, and various abnormalities. Consequently, expedient, and accurate analysis 

of medical images using computer-aided methods has become crucial. This research proposes a Convolutional Neural Network (CNN) 

model, specifically the ResNet-RS Model, to automate pneumonia identification. The Contrast Limited Adaptive Histogram 

Equalization (CLAHE) technique enhances image contrast and highlights abnormalities in pneumonia images. Additionally, data 

augmentation techniques are applied to expand the image dataset while preserving the intrinsic characteristics of the original images. 

The proposed methodology is evaluated through three testing scenarios, employing chest X-ray images and pneumonia dataset. The 

third testing scenario, which incorporates the ResNet-RS model, CLAHE preprocessing, and data augmentation, achieves superior 

performance among these scenarios. The results show an accuracy of 92% and a training loss of 0.0526. Moreover, this approach 

effectively mitigates overfitting, a common challenge in deep learning models. By leveraging the power of the ResNet-RS model, along 

with CLAHE preprocessing and data augmentation techniques, this research demonstrates a promising methodology for accurately 

detecting pneumonia in chest X-ray images. Such advancements contribute to the early diagnosis and timely treatment of pneumonia, 

ultimately improving patient outcomes and reducing mortality rates. 
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I. INTRODUCTION

Pneumonia, namely lung tissue that is inflamed or swollen, 
causes mild illness to death at any age and is a significant 
factor in child mortality.  There is a case that a child died as a 
result of pneumonia within 39 seconds; even though this 
disease attacks children around the world, the impact and risk 
are greater in low and middle-income countries where cases 
and deaths occur in most countries, and currently someone as 
a patient with pneumonia, the alveoli in the lungs are filled 
with pineapple and fluid and cause shortness of breath and 
block oxygen from entering. This disease is commonly caused 
by bacterial or viral infections such as the popular coronavirus 
(COVID-19). Pneumonia accounts for 14% of all child deaths 
under five years of age and killed 740,180 children in 2019[1]. 

Pneumonia can be treated with antibiotics or antiviral and 
antifungal medications, but early diagnosis is necessary to 
prevent complications that can lead to death[2]. One of the 

supporting diagnostic methods used to diagnose pneumonia is 
chest X-ray, namely chest radiography, used in diagnosing 
situations that affect the chest wall structure and internal 
bones of the chest cavity. Where this radiography uses ionizing 
radiation in the form of X-rays to depict the shape of a predator, 
this detection tool can be an obstacle for radiologists because 
the images are often unclear or overlap with other diagnoses or 
disorders. Therefore, rapid and accurate medical image analysis 
with the help of computers is essential in this case. A computer 
system is needed to assist experts in diagnosing pneumonia 
from chest X-ray images [3]. 

Deep learning, a sub-branch of artificial intelligence, is 
widely used in medical data analysis[4]. In deep learning 
architecture, automatic disease detection and classification 
are performed on radiographic images using a Convolutional 
Neural Network (CNN). In 2020, Pant et al. [5]. researched 
pneumonia classification [5] using deep learning. The dataset 
used in their study consisted of 5856 images obtained from 
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Kaggle. The research proposed a deep learning convolutional 
neural network method by comparing two models. Model 1 
was a U-Net based on ResNet, which achieved accuracy 
worth 0.82 and recall of 0.99, proving where there is a false 
negative value, meaning the model has a low degree of 
predictive errors for negative class values. Thus, this model 
tends to lead to a picture of pneumonia, and model 2, the U-
Net, according to EfficientNet-B4, won a valued accuracy of 
0.94 and a recall of 0.93. The high accuracy and recall indicate 
fewer false positive and false pessimistic predictions. Then, 
the benefits of both models were combined by taking an 
ensemble, so that the model could obtain better results than 
both models individually. 

The research conducted in 2020 by Shah et al.[6], used a 
dataset of 6000 images sourced from Kaggle. This study 
proposed a method of Deep Learning Convolutional Neural 
Network (CNN) to classify individuals who are affected by 
Pneumonia or not. During the data augmentation and 
preprocessing stage, it was ensured that the performance of 
the convolutional neural networks and deep neural networks 
did not suffer from overfitting, so that the results obtained are 
always logical. 

The next study was conducted in 2021 by Nafi'iyah et al. 
[7], using a dataset sourced from the Guangzhou Women and 
Children's Medical Center in China. In this study, a 
Convolutional Neural Network (CNN) method was proposed. 
Chest X-ray images improved by CLAHE were trained with 
8 CNN architecture models. The training results of the eight 
CNN architecture models each had a loss function value of 
0.0057, 0.028, 0.0964, 0.0446, 0.0473, 0.0573, 0.0979, and 
0.1407. The highest accuracy result during testing of the eight 
architecture models was 82.53% using the CNN 35 Layers 
architecture model, with grayscale input image description 
with a size of 224x224. 

In the next study in 2020 by Khoiriyah et al. [8], a dataset 
of 5856 images sourced from Kaggle was used. In this study 
data, the conventional CNN method applies the augmentation 
technique explained in classifying pneumonia where there are 

three interconnected layers applied together with changes in 
the size of the flip and rotation of the augmentation strategy 
in preventing overfitting.  The results of the study show that 
the argumentation strategy manifests an accuracy value of 
83.25% while without augmentation the value was 80.25%. 
In addition, a study conducted by Nair et al.[9] stated that the 
Contrast Limited Adaptive Histogram Equalization (CLAHE) 
technique can help reduce loss and improve model 
performance. In the study, the Resnet-RS model achieved a 
training speed 4.7x higher on TPU (5.5x on GPU) compared 
to the EfficientNet-B5 model when trained together on 
ImageNet and an additional 130 million semi-labeled 
images[10]. 

Based on the previous study, this research proposes a 
classification of Pneumonia using a CNN architecture using 
the Resnet-RS model. The Resnet-RS architecture is 
recommended because it has optimization in terms of 
performance than other architectures [11].  In the data 
preprocessing phase, CLAHE technique is used by applying 
the concept of contrast adjustment. By implementing the 
CLAHE technique in this study, it is expected to provide the 
best performance for the Resnet-RS model used in classifying 
Pneumonia image. Image augmentation techniques are also 
applied in the preprocessing stage to avoid overfitting during 
the training process, resulting in a more optimal model[8]. 

II. MATERIALS AND METHOD 

In this phase there is a presentation of the research phase in 
classifying pneumonia chest X-ray.  Below is an overview of 
the stages of the research. This section consists of work and 
techniques that aim to apply solutions to categorize research 
data carried out through various scenarios in examining the 
influence of different stages of prepositions on the application 
of augmentation methods that can be implemented through 
pneumonia disease datasets. The research stage diagram of 
this research can be seen in Figure 1. 

 

 
Fig. 1  Research Stage Diagram 
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Fig. 2  Sample data from Pneumonia and Normal Disease Classes 

A. Dataset 

The dataset is integrated through the Kaggle website with 
the title “Chest X-Ray Images (Pneumonia)”[12].  The cohort 
was determined through a retrospective cohort of pediatric 
patients aged 1-5 years through the China Guangzhou 
Women's and Children's Medical Center.  the data set 
classification contains 3 parts, namely training, validation, 
and testing datasets and has 5,856 images and in this study has 
two classes, namely pneumonia and normal. 

Chest x-ray datasets total 5856 images. The dataset has 
been divided into three, namely training data of 89.07%, data 
test value of 10.65% and data validation of 0.27%, the use of 
data train in conducting model training so that it is able to 
recognize the data that has been presented then text data is 
applied in validating and testing data through the model which 
is already below is sample data from  every class of disease 
through Figure 2. 

B. Preprocessing Dataset 

In this study, a preprocessing stage was carried out on the 
Pneumonia disease dataset by changing the image size to 224 
x 224 pixels, which refers to the previous study[7]. The size 
is adjusted to the input size of the ResNet-RS model. In the 
next stage, the Contrast Limited Adaptive Histogram 
Equalization (CLAHE) technique was implemented. The 
CLAHE technique can provide clearer images in X-Ray 
Pneumonia images. The preprocessing stage was also carried 
out by performing data augmentation. 

C. Preprocessing CLAHE 

CLAHE is a method that aims to reduce noise and improve 
image features and contrast by making the aberrations clearer 
between groups of flattened histograms, CLAHE is more 
natural in appearance and is useful for minimizing noise 
amplification [13].  Unlike the normal histogram equalizer in 
the adaptive method there are some histograms that are 
calculated on different parts of the image. and these 
histograms are used to redistribute the brightness values of the 
image[14]. Before applying the CLAHE process, the crop and 
unsharp masking techniques will be implemented [15]. 
Subsequently, when the CLAHE technique is utilized on a 
negative image, it enhances the visual attributes and generates 
an enriched version with heightened details [16]. Unsharp 
masking is a technique for sharpening images by reducing the 
original image with an image that has undergone Gaussian 
blur (unsharp)[17]. The image resulting from the unsharp 
masking technique is applied to the CLAHE technique by 
taking information channels as well as showing the 
differentiation of clinical symptoms and the green 
background through RGB images colors. Figure 3 is the 

sample before CLAHE technique and after CLAHE 
technique. 

D. Data Augmentation 

In this stage, a data augmentation process is performed on 
the Pneumonia disease images aimed at manipulating the 
number of images using augmentation techniques to be 
recognizable with different images but still maintaining the 
core of the image [18]. Several types of augmentation 
processes are implemented on the preprocessed dataset. The 
augmentation process is intended to reduce or avoid 
overfitting in the dataset [19]. Table 1 contains details of the 
types to be used in the augmentation process. 

TABLE I 
DATA AUGMENTATION 

No Augmentation Description Score 

1 
Rotation 
Range 

Rotating images within the 
range of 0º - 360º 

90 º 

2 Zoom Range 
Enlarging within the range of [0 
- 1] 

0.2 

3 Shift Range 
Shifting for width and height 
within the range of [0-1] 

0.2 

4 Flipping 
Performing horizontal and 
vertical flipping with a Boolean 
value of True or False 

True 

 

  

ORIGINAL CLAHE 

Fig. 3  Sample Data from Normal Disease Classes after CLAHE 

  
Fig. 4  Illustration of Convolutional Neural Network Architecture [21] 

E. Convolutional Neural Network 

The Convolutional Neural Network (CNN) is an artificial 
neural network architecture that aims to classify an image. As 
per the computer vision concept based on pattern recognition 
of images, it requires a feature extraction stage to extract the 
pattern features. The feature extraction stage aims to present 
image patterns that must be recognized in the features 
obtained from that stage. One of the advantages of the 
Convolutional Neural Network is that it can eliminate the 
pattern extraction stage. In the feature extraction stage, the 
Convolutional Neural Network uses a Convolutional layer 
that is used to automatically extract pattern features so that it 
can execute a generated feature until the classification process 
[20]. The illustration of CNN can be seen on Figure 4 and the 
procedural steps involved in utilizing CNN for this research 
are expounded upon in the following section. 

1) Convolutional Layer: The Convolutional Layer is 
the main and most important layer in CNN modeling, as the 
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convolution operation output occurs in the underlying layer of 
the main process in CNN. This layer can automatically extract 
image features. The working principle of the Convolutional 
Layer is by sliding window and weight sharing. 

2) Pooling Layer: Pooling layer is a layer that is placed 
after the Convolutional layer to reduce the number of 
parameters and computation time in a neural network. The 
purpose of the pooling layer is to summarize the information 
generated by Convolution [22]. The pooling layer works by 
reducing the feature map of the convolutional layer by 
extracting important pixels and eliminating noise in the 
image. There are two types of pooling layers, max pooling, 
and average pooling. Max pooling is intended to take the 
maximum value in the matrix when the layer shift process is 
applied to the activation map and feature map. Average 
pooling is intended to take the average value in the matrix 
when the layer shift process is applied to the activation map 
or feature map[23]. 

3) Dense Layer: Dense layer is also known as a fully 
connected layer because each neuron in this layer receives 
input from every neuron in the previous layer. The main 
purpose of the Dense layer is to perform a non-linear 
transformation on the input received from the previous layer 
and output it to the next layer. This layer is usually added at 
the end of the convolutional layers, after the feature extraction 
process has been completed, to classify the image based on 
the features extracted by the previous layers[24]. 

4) Dropout Layer: Dropout Layer is a layer that is a 
regularization technique used to remove or stop input to the 
next layer. Dropout Layer functions to handle parameters 
generated from each stacked layer or called overfitting. 
Dropout is implemented to avoid overfitting by randomly 
removing some neurons in the fully connected layer[25]. 

5) Fully Connected Layer: Fully Connected Layer is 
actually a single layer that consists of nodes that are fully 
connected to the previous layer[26]. It is also known as a 
dense layer or a fully connected neural network. The purpose 
of this layer is to process data in a way that produces the 
desired output. Hidden layers, which are made up of dense 
and dropout layers, are added to this layer to reduce 
overfitting[27]. The activation functions commonly used in 
this layer are ReLU and Sigmoid. The sigmoid function is 
used to transform a value into a new value within a specific 
range[28]. 

F. Model Architecture Design 

The proposed model design is a representation of a 
program that will be created for the classification of images 
between Pneumonia and normal cases. At this stage, the 
proposed model architecture is the ResNet model, specifically 
the ResNet-RS model. In the implementation stage, the initial 
layer is the input layer with a size of 224x224 that has been 
adjusted to the ResNet-RS152 model. This is followed by a 
fully connected layer with two dense layers, two dropout 
layers, and an output layer with ReLu activation. The ReLu 
algorithm has the advantage of being faster during the training 
and testing process[9]. The next layer then implements Global 
Average Pooling, which aims to overcome overfitting [29]. 

Figure 5 shows the proposed ResNet-RS152 architecture 
model.  

 
Fig. 5  Model Architecture Design Details 

G. ResNet-RS 

The architecture model named Residual Network or 
ResNet namely Artificial Neural Networks introduced by 
Kaiming He et al [30], in a paper entitled Deep Residual 
Learning for Image RecognitionResNet-RS is one of the 
models in the ResNet series. In a study conducted by Irwan 
Bello et al. in 2021 [10], it was mentioned that ResNet-RS is 
a family of ResNet architectures that use less memory during 
training and are 1.7x-2.7x faster on TPU (2.1x-3.3x faster on 
GPU) than efficientNets on the accuracy-speed pareto curve. 
The state of the art of ResNet-RS has been shown on Figure 
6. 

 

Fig. 6  State of The Art 

III. RESULTS AND DISCUSSION 

This phase tested 3 types of scenarios in examining the 
impact of the preprocessing technique and the augmentation 
of the proposed model, namely ResNet-RS.  The test applies 
"Chest X-Ray Images (Pneumonia)", with a focus on 
momonia and optimal Adam 100 training periods with a beach 
size of 32 and 0.000003 of learning degrees as well as a 
"Binary Crossentropy" loss function where gains over all 
scenarios are compared through aspects of accuracy, 
precision, loss, recall, and f1-score. 

A. Results 

The testing scenario consists of three stages. All scenarios 
are trained using 100 epochs, size 32 and level 0.000003 and 
applied to the proposed model of scenario. The first scenario 
trains the original dataset using the ResNet-RS model, second 
scenario trains the dataset using the ResNet-RS model and 
implementation of the CLAHE preprocessing technique and 
the third scenario trains the dataset using the ResNet-RS 
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model, implements CLAHE preprocessing technique, and is 
further data augmentation. The results of this research can be 
seen below: 

1) Scenario 1: ResNet-RS with Preprocessing. In this 
first scenario, testing could be conducted using the proposed 
ResNet-RS model. Testing is performed apply the model that 
has been proposed in the process viz preprocessed without the 
CLAHE technique and without augmentation as described 
before and result can be seen in Figure 7. 

2) Scenario 2: ResNet-RS with Preprocessing CLAHE: 
For the second scenario, testing is performed using the 

ResNet-RS model added with the CLAHE preprocessing 
technique without augmentation data to determine the effect 
of the CLAHE process in ResNet-RS model as describe 
before and result can be seen in Figure 8. 
3) Scenario 3: ResNet-RS with Preprocessing CLAHE 
and Data Augmentation. For the third scenario, testing is 
performed using the ResNet-RS model added with the 
CLAHE preprocessing technique and augmentation process 
to determine the effect of the CLAHE and augmentation 
process as describe, and result can be seen in the Figure 9.

 

 
Fig. 7  Result of 1st Scenario Graph of 1st Scenario Accuracy and Scenario Loss 

 

Fig. 8  Result of 2nd Scenerio Graph of 2nd Scenario Accuracy and Scenario Loss 

 

Fig. 9  Result of 3rd Scenario Graph of 3rd Scenario Accuracy and Scenario Loss 
 

B. Discussion 

At this stage, a discussion is being held regarding the 
comparison of the results of the model training that has been 
conducted in the three scenarios with previous research. This 
comparison is aimed at identifying the differences produced.  

by each testing scenario influencing the model's performance 
during the training process. The following is Table 2 
regarding the comparison of the results of previous research 
with the research conducted on the Chest X-Ray Pneumonia 
dataset.
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TABLE II 
SUMMARY OF RESEARCH COMPARISON ON PNEUMONIA DATASET 

Method 
Train Test WeightedAvg 

Acc Loss Acc Loss Precision Recall F1-Score 

CNN with CLAHE (Nur Nafi’iyah)   82.53% 0.047    
CNN with Augmentation (Septy Aminatul Khoiriyah)   83.38% 0.6602    
Scenario 1 (ResNet-RS 152 + Original Dataset) 97% 0.1206 84% 0.4273 0.8647 0.8477 0.8392 
Scenario 2 (ResNet-RS 152 + CLAHE) 97% 0.1074 88% 0.3890 0.8949 0.8878 0.8890 
Scenario 3 (ResNet-RS 152 + CLAHE + 
Augmentation) 

99% 0.0526 91% 0.2598 0.9163 0.9150 0.9154 

Based on the testing results using the ResNet-RS model 
with different scenario methods, Table 2 shows that scenario 
3 performed the best in terms of accuracy at 92%, loss at 0.26, 
precision at 92%, recall at 91%, and f1-score at 91%, 
compared to scenarios 1 and 2. This scenario proves that the 
CLAHE preprocessing technique and data augmentation can 
improve performance. Although scenarios 1 and 2 have a 
slight difference compared to scenario 3, testing with higher 
epochs did not yield better results than scenario 3. In scenario 
1, there was significant overfitting, as evidenced by the gap 
between the accuracy on the test data and the training data, 
which was 13% compared to scenario 3, which used data 
augmentation, where the gap between the test data and 
training data was reduced to 7%. This suggests that data 
augmentation can reduce the level of overfitting in the model. 

Previous research using the Chest X-Ray Pneumonia 
dataset was conducted by Nafi'iyah [7] using a CNN model. 
In the research conducted by Nafi'iyah [7], 8 CNN model 
architectures were used, and the CLAHE preprocessing 
technique was applied. The highest accuracy obtained in the 
study was 82.53%, with grayscale input image descriptions 
with a size of 224x224. 

In this current study, the same dataset as the previous 
research conducted by Nafi'iyah [7] was used. Several testing 
scenarios were proposed to determine the effect of 
preprocessing using the proposed ResNet-RS152 model. 
Additionally, this study aimed to investigate the effect of data 
augmentation on the proposed model. In scenario 2, the same 
preprocessing technique used by Nafi'iyah [7] was applied, 
but with a different model architecture, ResNet-RS152. The 
accuracy obtained in this scenario exceeded that of the 
previous study, with 97% accuracy on the training data and 
88% on the test data. 

In scenario 3, the CLAHE technique was applied, along 
with data augmentation, resulting in 99% accuracy on the 
training data and 92% accuracy on the test data. This shows 
that augmentation has an impact and is effective in reducing 
the level of overfitting in the built model. 

IV. CONCLUSION 

In this research, the ResNet-RS model was employed to 
analyze the effects of preprocessing and data augmentation 
techniques on the classification of Chest X-Ray pneumonia 
datasets. Several testing scenarios were conducted to 
investigate the impact of CLAHE preprocessing and 
augmentation techniques on the model's performance. The 
results revealed that not all preprocessing techniques had a 
significant influence on the proposed model. In the first 
scenario, the presence of overfitting was observed, indicated 
by a noticeable gap of 13% between the training and testing 

graphs. However, in scenario 2, the implementation of the 
CLAHE preprocessing technique demonstrated its 
effectiveness in reducing overfitting during testing. 
Furthermore, scenario 3, which incorporated augmentation 
processes, led to improved image quality inputs, and yielded 
a remarkable accuracy of 92%. This finding indicates that the 
inclusion of data augmentation techniques enhanced the 
model's ability to accurately classify pneumonia cases in 
Chest X-Ray images. The utilization of the ResNet-RS model, 
in conjunction with the CLAHE preprocessing technique and 
data augmentation, proved to be a successful approach for 
pneumonia detection. This research contributes to the 
advancement of automated diagnosis and timely treatment of 
pneumonia based on Chest X-Ray images, thereby improving 
patient outcomes, and potentially reducing mortality rates. 
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