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Abstract — Data Mining (DM), used to extract large amounts of hidden, valuable, useful information in large quantities and to provide strategic decision support, has created a new perspective on the use of health data. It has become a rapidly growing method of responding to problematic areas of data in large quantities in almost all sections. Although in health services it seems to be slow, a major leap has come to the scene. The aim of this study is to provide a new perspective on decision-making processes by creating an infrastructure for the health data and to provide examples for healthcare workers in the healthcare industry using DM techniques. Forasmuch as, the conceptual framework of data discovery in databases, Data Warehousing, DM, Business Intelligence (BI) has been given. DM applications and usages are given as examples of priority issues and problem areas in the health sector.
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I. INTRODUCTION

The basis of health system policies and administrative decisions lay on the data and the knowledge gained from that data [1]. Health policies and decisions are based on reliable, up-to-date and accurate data which should be appropriate and effective. The aim of Health Information Systems (HIS) is to produce useful information from large amounts of health data. This information is used to provide better healthcare at the patient level, better management of health institutions, effective use of resources and the creation of health policies [2]. As health data is collected by hospitals, other health institutions, insurance companies and many other public institutions; it can be less reliable, so data security and cleansing become inevitable. Nowadays, the increase in the volume of digital data has created new problem areas [3]. These include: developing methods or systems for processing large amounts of multidimensional and complex data; developing methods or systems for processing new types of data; developing methods, protocols or infrastructure for processing distributed data; developing models for the use and security of data.

DM has roots which have been used thoroughly. Financial organizations have benefited from DM to score the credits and to detect fraud [4]. The dealers, retailers for direct marketing and cross-selling they are into DM areas. Manufacturers take benefit of DM for quality control and maintenance schedule. In recent years in healthcare, DM has begun to gain popularity [5]. A lot of factors have motivated the use of DM applications in healthcare. Some of the examples are such the existence of medical insurance fraud and abuse.

The purpose of the study is to provide an overview of the DM process and to provide health professionals with a new perspective on the decision-making process by presenting examples of the use of DM in the healthcare industry [6]. To this aim, descriptive information is respectively given in the articles on Knowledge Discovery in Databases (KDD) [7], Data Warehousing (DW), DM, Business Intelligence (BI) and DM Methods; examples are given to the applications of DM by considering priority issues and problem areas in the health sectors.

The rest of the paper is organized as follows. In the next section, we highlight KDD. In Section 3, we provide some background on DW. Section 4 is about DM and in Section 5 we investigate DM and BI. In Section 6, we assess the performance of the proposed approaches in Health Service applications and usages. Finally, Section 7 concludes the paper.

II. LITERATURE REVIEW

Neesha Jothi et. al. reviewed various papers related to healthcare with respect to methods, tasks, algorithms and models and the findings were summarized in the conclusion. They had searched various papers from the year 2005 to 2015 in the online databases of IEEE Explore, ScienceDirect and Springerlink. The period was crucial as newly developed methodologies emerged during that time specially meant for healthcare industries. 50 articles were selected for review out of 205 articles. They categorized the papers with respect to discipline, model, tasks, and methods. If they categorized
papers model wise, then there were 47 predictive model papers in contrast to 3 descriptive model papers. If we looked at the papers task-wise, 42 papers were based on classification, 5 papers based on association rules, 2 papers performed the clustering tasks while only one paper described anomaly detection. Machine learning based papers counted 40 from the discipline point of view. They concluded that there was no accurate data mining technique to tackle the issues related to the healthcare industry. They proposed for a hybrid model for prediction of different types of diseases [8].

Olegas Niaksu et. al. investigated the practice of different data mining applications in the field of medicine. They surveyed seven hospitals from five different countries with the different economic setup from underdeveloped to developed countries. They also explored the publications related to applications in the field of healthcare for the last 8 years. They found that there were about 400 publications in the area of medicine whereas, at the start of the 90’s, it was only 5 publications. The search was based on the Web of Science, Google Scholar, and PubMed databases. They found that although the medical communities were aware of the practical usage of data mining application in the healthcare industry, only 29% respondents were actually able to cite such applications. The interdisciplinary approach was not enough for proper usage of academic advancements in the healthcare. They concluded that the domain-specific problems may be tackled carefully by using self-explanatory models for the DM applications in real practice of this industry [9].

Boris Milovic et. al. suggested in their study that the physician may be able to take the help of DM methods and models for the diagnoses of diseases and better treatment of their patients. The electronic health records of the patients may be mined to save lives of the patients and cut down the costs of the medical bills. The data produced in this industry are huge and heterogeneous. These data need to be preprocessed and integrated before mining to get valuable and useable knowledge. These hidden patterns are very useful for the healthcare industry to treat the patients better as well as for prediction of some of the contagious diseases. The extracted knowledge leads to important decision making in clinical diagnosis as well as different healthcare issues [10].

Sandeep Kautish et. al. studied that data mining may be used effectively in detection and prediction of several diseases like diabetics, lung cancer, breast cancer, heart disease, kidney problem, liver failure etc. The data mining application had a major role to play in the field of hospital management and diagnosis by reducing and minimizing different errors and diagnosis of diseases based on the clean electronic health records of the patients and thereby reducing the death rates [11]. M. Durairaj et. al. presented a comparative study of the different tools, techniques and methodologies prevailed in the healthcare industries and medical sector. As the medical records are massive, irrelevant and noisy, the data mining tools become handy for such records. They found that single technique was not enough for healthcare sector data, but a combination of different tools and techniques performed better results. They also observed an accuracy of 97.77% for cancer data prediction and the success rate of IVF treatment was estimated as 70% [12].

Veenu Mangat used Weka 3.6.0 data mining and machine learning software for enhancing strategic decisions based on medical records. The medical datasets were converted to arff format for analysis and comparison of different association rules. It was found that for strategic decision making, the predictive Apriori algorithm was the best suited to its highest and lowest values. The authors noticed that the limitations of the method were that success of extracting association rules depended on the datasets as some of the datasets were not suited for any kind of association rules [13].

Fei Jiang et. al. surveyed the usage of AI applications in healthcare industries at present and also explored the possibilities in near future. As the AI is based on the human cognitive functions, it has great potential in the area of healthcare as the analytical techniques improved to a new height. The field of AI expanded from the machine learning to modern deep learning techniques with both structured and unstructured data. AI is used extensively for the data related to cardiology, neurology, and cancer. The authors used real applications of AI by using detection and diagnosis of stroke, treatment, and prediction of stroke in a broader sense. They studied IBM Watson and hurdles of real-time deployment of AI applications [14].

III. KNOWLEDGE DISCOVERY IN DATABASES

A basic concept that needs to be conveyed before talking about DM is KDD [15]. The relationship between KDD and DM is undeniable. DM is among one of the most important steps of KDD as can be seen in Fig.1 KDD is a multi-step process that provides the conversion of data into useful information [9]. As seen in Fig.1 health data is processed then transformed and applied ML methods, finally assessed.

Historically, the concept of finding useful patterns in data has been given various names such as DM, information transfer, information discovery, information harvesting, data archaeology and data pattern processing [16]. DM is mostly used by statisticians, data analysts, and management information systems communities [17]. At the same time, it has also gained popularity in the database fields. With the development of Artificial Intelligence (AI) and Machine Learning (ML), it has become widespread [18]. From the perspective above-mentioned, KDD is at the heart of the discovery process of useful information [19], and DM is a step in this process. DM is the implementation of special algorithms for the transmission of data patterns [20]. KDD continues to evolve and develop as an intersection of ML, pattern recognition [21], databases, statistics, AI, expert systems, data visualization and high-performance have been computing. One of the goals is to deliver a high level of information at a low level in a large dataset [22]. DM
components of KDD relies heavily on known techniques such as ML, statistics, and pattern recognition to find patterns in KDD's. A natural question in this subject may be: 'How does KDD differ from pattern recognition or ML or related areas?' The answer as seen in Fig. 2 is that these areas, having association with KDD, focuses on all the processes of exploration of verbose information, how to store and retrieve the data, how algorithms can be scaled to huge data sets and still work effectively [23, 24], how the results can be interpreted and visualised, and how the whole human-machine interaction can be usefully modeled and supported.

KDD process involves the implementation of DM methods to extract the desired selection, preprocessing, subsampling, transformation, patterns in databases using the interpretation of DM products to identify the exposed patterns [25]. KDD process should be evaluated as an algorithmic statement of which DM components are to be transferred where patterns are to be taken into consideration [26]. The whole of KDD process also includes a possible interpretation of what evaluation and mined patterns will be.

KDD process is interactive and iterative, consisting of steps that require the user to make decisions. The framework of some basic steps of the process is given in Table 1.

**TABLE I**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>To develop an understanding of the application domain and related prior knowledge and to define the objective of KDD process from the client's point of view.</td>
</tr>
<tr>
<td>2</td>
<td>Creating the target dataset: Selecting the dataset to be probed or focusing on a subset of the variables or instances of the dataset.</td>
</tr>
<tr>
<td>3</td>
<td>Data cleansing and pre-processing: Basic operations involving removal of noise.</td>
</tr>
<tr>
<td>4</td>
<td>Data reduction and projection: The task is to find useful properties to represent the data depending on the target. The number of variables considered by size reduction or transformation methods can be reduced or the invariant representation of the data can be found.</td>
</tr>
<tr>
<td>5</td>
<td>Matching of KDD process objectives of DM methods: Summarization, classification, regression, clustering etc.</td>
</tr>
<tr>
<td>6</td>
<td>Choosing of DM algorithm(s): Descriptive analysis, model and hypothesis selection: This process involves determining which model and parameters may be appropriate and whether DM methods match all the criteria of KDD process.</td>
</tr>
</tbody>
</table>

**III. DATA MINING STEPS IN KNOWLEDGE DISCOVERY**

Information discovery objectives are defined according to the intended use of the system [27]. The goals can be divided into two categories.

- **a)** Verification: With verification, the system is limited to validating the user's hypotheses. With the discovery, the system finds new patterns independently [28]. In the future, the discovery goals will be divided into two subgroups: prediction when the system is used to predict future behaviors of some assets, and identification when the system is used for a form that the handlers can understand for presentation to the clients.

- **b)** Discovery: DM requires to construct the observed data model or to identify the patterns in the observed data. The model fitting assumes the role [29] of information extraction: The model is a part of the interactive KDD process which the model typically refers to as a subjective human judgment, whether it points to useful information or not. Two basic mathematical structures are used statistically and logically in constructing model [30]. As such most of DM methods are based on tried and tested techniques from ML, pattern recognition.

**IV. DATA WAREHOUSE**

Data Warehouses (DW) are special databases on which the DM process is performed. By definition, DW is a repository of data from many different sources, often in different structures, and is expected to be used under the same combined roof [31]. In addition, DW has the ability to analyze data from many different sources under the same roof. A related field developed from databases is DW whose name is also referred to as the popular business trend to collect transaction data and make them suitable for online analysis and decision support purposes [32]. DW helps in two important ways for KDD phase of data aggregation: these are data cleansing and data access.

- **A. Data Cleansing**

  Organizations are obliged to represent and handle the missing data and to address noise and misstatements as well as to consider the results of the mapped data as a single name since the extensive data and databases they have are hard to imagine being in a unified logical view [33].

- **B. Data Access**

  Generally, proper and well-defined methods should be created to provide access to the database, in particular, access to databases that are difficult to obtain in terms of history. First of all, organizations and individuals should solve the problems of storing and accessing data [34]. Naturally, the next step is the question ‘What do we do with all the data?’ This question naturally raises the opportunity for KDD. One popular approach to analyzing DW is Online Analytical Processing (OLAP). OLAP tools are focused on providing multidimensional data analysis that is superior to SQL (Structured Query Language) in computational summaries and definitions in many dimensions. OLAP tools are aimed at providing and simplifying interactive data analysis [35]. But the goal of KDD tools is to automate the process as much as possible.
V. DATA MINING

It can be said that there has been vast potential for DM applications in healthcare [36]. Commonly, all of these can be seen as normal healthcare applications but still the usage and exploiting the data is essential. The usage of DM is mostly for detection of fraud and abuse [37]. Nonetheless, specialized medical DM, such as predictive medicine is the main focus. KDD is often referred to as DM, which aims to discover useful information from a large volume of data collections. Databases are now expressed in petabytes. This large volume lies in hidden information that is of strategic importance within the database. But the most important question is how to bring out the important information contained in such a large volume of data. The most up-to-date answer to this important question is DM, which increases both revenue and costs. DM is a process that explores patterns and relationships in data with the use of many analysis tools and uses them to make valid estimates. DM, by its simplest definition, automatically determines the associated patterns in databases [38]. Assuming DM as magic is not sensible. For years, the statisticians have looked for statistically significant associations in manually digging databases whereas in DM, this process is performed automatically.

DM has a vital role in uncovering new trends in healthcare organizations which in turn useful for all the parties related to the field. DM dataset depicts a collection of techniques aimed at finding undiscovered patterns, the goal of which is to create decision-making models for predicting future behaviors based on analysis of past activities. Some examples are shown in Table 2.

### TABLE III
SOME EXAMPLES OF AI

<table>
<thead>
<tr>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Estimate the risk of a male patient getting prostate cancer based on health status, lifestyle habits, and genetic factors.</td>
</tr>
<tr>
<td>2. To estimate the likelihood of a company’s financial crisis based on financial performance measures and economic data.</td>
</tr>
<tr>
<td>3. To define the numbers and letters written by hand from the magnetic image.</td>
</tr>
</tbody>
</table>

VI. DATA MINING AND BUSINESS INTELLIGENCE

Business Intelligence is a general term used for all processes, techniques, and tools that support decision making at work and that are based on information technology [39]. DM is a new and important component of BI. Fig. 3 shows the logical positions of different BI solutions according to their potential values (from a data source, DW, DM, data presentation and decision making) on the basis of tactical and strategic business decisions [40]. DM is frequently well-defined as the analysis of data for relationships and patterns not previously revealed by traditional and conventional methods.

BI defines processes and procedures for methodically collecting, keeping, examining, and offering entree to data so as to assist initiatives in making enhanced decisions. BI applications contain the actions of decision support systems, management information systems [41].

VII. APPLICATIONS OF DATA MINING AND HEALTH SERVICES

The health sector is one of the fastest changes in information content and structure [42]. For health services to be offered in the fastest, most accurate, highest quality and most responsive way, healthcare professionals need access to the most accurate and up-to-date information and use this information through decision support systems. DM is used to extract large amounts of hidden, valuable, usable information within the data and to provide strategic decision support; is a method that creates decision-making models based on the analysis of data [43]. Therefore, the use of DM as a decision support tool in the delivery of health services, management of all health institutions and health policies at all levels will help healthcare professionals to make the most optimal decisions [44].

Applying the right DM solution here is very important in terms of achieving the effective results. In this part of the study, examples of DM solutions are presented to provide a perspective to back decision-support of all health professionals in the public and private sector. While such examples have been identified, the priority issues of healthcare professionals and workers are considered, for this reason, some terms are focused and explained here.

A. Creating Data Warehouse

Accessing to health data, the provision of analytical and cleansing data for health sector which the enterprises are taking benefit for different purposes constitutes one of the most important parts of DM. In addition, compiling valuable data such as clinical and demographic information within large data helps to make a better decision and taking right steps toward the problems.

Easy access also seen as one of the fundamental requirements for the implementation of DM methods is to provide data and analyzable clean data which is resolved by DW. All data in the hospitals can be cleaned and cached and downgraded to a single manufacturer database or data warehouse. Since large volumes of data produced by hospitals are often kept randomly arranged in a hierarchy, "Data Dumps" are created that are far from analyzable. With the DW that will prepare the DM sub-base, a clean, analytical database access that is needed in the DM process is gained [45].

B. Creating Electronic Patient Files

All records of the patient's story; diagnostic treatment processes; laboratory results; X-ray, MR, etc., are indexed in
a single time-indexed manner and are of great importance in the evaluation of data and in the provision of services [44]. To be consistent with the DW logic, it is necessary to create an integrated structure that can be used to consolidate a single database from many databases of available and high-quality data or to provide access from a single center. This will provide vast advantages as in the diagnosis and treatment process of the patients, it is necessary to provide clean access to the decision-support system and to prepare the infrastructure in accordance with the DM methods to be used.

C. Data Compliance Solution

One of the important steps in the use of health data is the solution of the data problems and an approach is suggested as such. When it comes to data problems, the basic senses are missing data, inconsistent data, contradictions value, extreme value [46]. As the solution of the mentioned problem, a non-parametric, dynamic approach should be followed, based on the DM profiling approach aiming at direct results. Furthermore, it will have many advantages. Researchers who will implement applications in the health sector with a DM based profiling approach will have the possibility of eliminating the data problems in each different pattern by considering the characteristics of the patterns. Thus, researchers will have reached a solution that will allow less error, more organized data.

D. Detection of Early Warning Signs for Chronic Diseases

Along with the increase in the average lifespan, the frequency of chronic illnesses and the financial burden that it has brought in parallel is increasingly seen. From this point forward, proactive solutions should be developed to prevent the emergence of chronic diseases. The solutions can be viewed as considering all the social, economic, demographic, geographical, etc. variables for each chronic disease, the variables that have an effect on the occurrence of the disease can be determined with Key Component Analysis, Factor Analysis or Logistic Regression. Then risk signals can be developed that can indicate the occurrence of the disease by taking the limit values into account for which the affected variables are applicable. This provides such advantages as rather than testing hypothetical acceptance hypotheses with common acceptance, it may be possible to determine normative values for different groups. Thus, according to different groups, different policy solutions can be developed [47].

E. Error and Abuse Detection for Laboratory Tests

It is a very important issue in terms of patient safety to make a difference between errors and abuses that occur in the presentation of the health services, to minimize the risks and to take the necessary precautions according to this separation. Such solutions as joining a large volume data account, a sequential process needs to be designed. Firstly, by separating the standard values from the K-means-clustering analysis, then the findings obtained by using the Decision Trees and Association Rules (DTAR) methods to determine whether the anomaly values indicate a specific health condition or an abuse [48], are compared with the standard values obtained by the Clustering Analysis; it can be determined that the anomalous signifies a specific health condition or abuse. In case of ambiguity, the analysis process is repeated with the updated data, taking advantage of the expert opinions [49]. Some advantages are listed as abuse can be encountered in all health payments, in particular, the payments of social security institutions and insurance companies.

F. Clinical Decision Support Systems

There is a need for DW-oriented databases to help the diagnosis and treatment of the patient's problems and for systems that can be provided during diagnostic or treatment [50] depending on the data, solution, risk and recommended automation. As to solutions; systems that can work on electronic patient records and present the methods according to the needs of the physicians in a way that will respond to the request without going into the theoretical confusion should be designed. In other words, it is the development of decision support systems where appropriate DM methods are hidden behind the users graphical interface [51]. This brings some advantages such as the intelligent system will have easy-to-use and early-warning features that can be instantly accessed, analyze and correlate variables instantly.

G. Improving the Quality by Patient-Focused Health Service

Quality of healthcare is a concept influenced by many factors and varies according to the perception level of the patient. Therefore, when determining quality indicators, variables such as disease groups, patient demographics, patient's insurance status, clinical and service quality should be considered together and evaluated [52]. Key components analysis, factor analysis, logistic regression and decision tree algorithms can be applied by combining the variables obtained with a questionnaire of patient and management opinions [53], with administrative data via key variables, without reducing the precedence with Reliability and Question Analysis. All variables affecting quality can be handled together, and the quality variables for each focus group can be individually determined by automatically clustering according to the patients, disease or target clusters.

H. Risk Analysis to Optimize Service Delivery

Optimization of service delivery is required to create optimal service components for institutions and to be able to work effectively for resource budgeting. The theoretical definition of the risk is the expected value of the loss function [54]. Therefore, risk identification is also defined as; Model identification. Risk indicators can be considered. When it comes to advantages it can be concluded that all variables that constitute components for service providers can be handled together risk factors can be determined.

I. Abuses Detection and Billing Corruptions

As happened in all areas, abuse in healthcare is quite widespread, and most of the burden on the economy is due to the fact that the services are based on public finance. However, since there is a system based on cash, it is difficult to detect abuses such as bill corruption and so on. Developments in information technologies have led to the adoption of classical human-based inspection methods by automation-based surveillance and control systems [55]. Priority has come to mean systems for detecting and preventing potential risks with smart algorithms begun to place human-made computations and inquiries into systems supported by information technology and almost think and decline. Abuses can be evaluated as outliers or extreme values. With DM methods abuses will decrease and stop. DM in healthcare will bring some new features as using the
descriptive statistics, outlier detection is determined subjectively on an observation basis [52]. However, for an objective decision-making process, a norm that can be accepted by everyone is required to be valid in the scientific sense.

J. Factors Influencing Firms and Minimizing Cost

Determination of service costs is very important in terms of providing and purchasing health services. Healthcare providers need to know the factors that affect the cost of the services and to minimize the costs in order to control the costs. The relationships between them can be identified by identifying those who have a significant influence on all potential cost factors. In addition, not only the overall sense but also the decomposition of subgroups can be detected [56]. Decision trees, Key Component Analysis or Factor Analysis can be used for this purpose. In addition to fixed and variable costs, it is possible to evaluate the other variables together and to determine the effect levels of the variables.

K. Early Financial Warning Systems

It is necessary to determine the financial performance and determine the financial risks in terms of efficient use of the resources allocated to the health sector in all of the hospitals and health institutions. The most practical method that can be used to take precautions without financial performance deterioration or financial crisis is financial early warning systems. A profiling approach should be followed to determine the norm for financial performance [57]. Decision Tree can be used for this purpose. By preventing the managers from being confused in financial variables, it offers much more objective results than other statistics and financial methods. It also provides access to early warning signals using basic variables and risks.

L. Managerial Decision Support Systems

Healthcare supervisors need systems that best utilize available data and support decision-making processes to manage healthcare institutions more effectively, efficiently and without losing quality. In the definition of the required decision variable; Model identification, the determination of efficiency, good quality and risk indicators can be taken as a basis [58]. All variables that can be used for administrative purposes in hospitals can be considered as multi-dimensional, optimal values and road maps can be determined. This will provide efficient decision-making steps.

VIII. RESULT

In this study, it is aimed to analyze DM applications and usages in healthcare to display an infrastructure for DM and to give a new perspective to the health professionals in terms of decision-making processes by presenting examples about the use of DM in the health sector [59]. As understood it is vital to use DM methods in the health sector to have better solutions to the arising problems when compared to the traditional methods.

Other uses of DM in the health sector are: Monitoring of health employees’ performance. Patients flow planning, Optimization of medical treatment processes, Identification of early warning signals for drug use errors and side effects, profiling of patients and drug use in chronic diseases, drug usage habits and risk identification based on DM, calculation of drug unit costs, determination of drug innovation costs, Establishing smart health databases against bioterrorism, Determination of priority and minimum costs in disaster compensation [60].

DM is a decision support tool that will enable health authorities to access the most accurate and up-to-date information, using the most objective and optimal solutions. DM, the digital decision making, and BI method of the future are recommended by the experts in the health sector in terms of more efficient presentation of health services, more efficient use of resources and scientific, comparable, transparent information access [61]. It can be summarized as DM applications will immensely contribute the healthcare industry though, some limitations are inevitable which, within time and with the help of future work, will reduce. Now the limitations are as the accessibility of data, as the raw inputs for DM repeatedly occur in different settings and systems, such as administration, clinics, laboratories. Overall the study will contribute to literature in a way; open a new horizon for future work.
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