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Abstract— Batik is an Indonesian cultural heritage that should be preserved. Over time, many batik motifs have sprung up, which can 

lead to mutual claims between craftsmen. Therefore, it is necessary to create a system to measure the similarity of a batik motif. This 

research is focused on making Content-Based Image Retrieval (CBIR) on batik images. The dataset used in this research is big data 

Batik images. The authors used transfer learning on several pre-trained models and used Convolutional Neural Network (CNN) 

Autoencoder from previous studies to extract features on all images in the database. The extracted features calculate the Euclidean 

distance between the query and all images in the database to retrieve images. The image closest to the query will be retrieved according 

to the number of r, namely 3, 5, 10, or 15. Before the image is retrieved, the retrieval system is used to re-ranked with K-Nearest 

Neighbor (KNN), which classifies the retrieved image. The results of this study prove that MobileNetV2 + KNN is the best model in 

terms of Image Retrieval Batik, followed by InceptionV3 and VGG19 as the second and third ranks. Moreover, CNN Autoencoder from 

previous research and InceptionResNetV2 are ranked fourth and fifth. In this study, it was also found that the use of KNN re-ranking 

can increase the precision value by 0.00272. For further research, deploying these models, especially for MobileNetV2 is an approach 

for seeing a major impact on batik craftsmanship for decreasing batik motif plagiarism.  
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I. INTRODUCTION 

Batik is a traditional art form that has been passed down for 

generations in Indonesia. It is a method of creating intricate 

patterns and designs on fabric using wax and dye. The process 

of batik-making is complex and time-consuming, but the 

results are truly beautiful and unique. The history of batik can 

be traced back to ancient civilizations in Indonesia, where it 
was used to decorate clothing, textiles, and other items. The 

word "batik" comes from the Javanese word "mbatik," which 

means "to write" or "to dot." This refers to the process of 

applying wax to the fabric using a "canting," a small metal or 

bamboo tool with a spout that is used to draw the wax onto 

the fabric. Once the wax is applied, the fabric is dipped into 

dye, which resists the dye, creating the desired pattern. This 

process is repeated multiple times with different colors of dye 

to create intricate and detailed designs. The result is a piece 

of fabric that is rich with color and patterns and truly unique. 

Batik is known for its vibrant colors and unique designs 
and is often used to make clothing, home decor, and other 

items. The art of batik is recognized as a UNESCO Intangible 

Cultural Heritage and is an important part of Indonesian 

culture. It is considered a traditional art that is still relevant 

and useful in the modern era and has been adopted by many 

countries as their own traditional art [1]. 

The traditional method of batik has been passed down from 

generation to generation, and today many talented batik artists 

in Indonesia continue to create beautiful and unique designs. 

Some of the famous batik motifs are from regions such as Java, 

Sumatra, Bali, and Sulawesi, and each region has its 

characteristic motifs, colors, and techniques. 

Indonesia has much cultural heritage. There are many types 
of batik found in Indonesia, and there are at least 15 variations 

of batik found in the province of Java [2]. There are also 

various methods in batik, such as the stamp or writing method. 

The many variations of patterns in batik can lead to mutually 

claiming motives between craftsmen [3] [4]. Therefore, we 

need a system that can indicate whether a batik motif has been 

claimed or not. 

The development of information technology, in this case, 

Artificial Intelligence, can overcome this problem. One of the 

artificial intelligence techniques that can help with this 

problem is Image Retrieval. Before the development of image 
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retrieval technology, one of the methods used to search a 

collection of images using image search was text-based. This 

technique is called image caption information retrieval. This 

technique will return the image based on the caption [5] [6]. 

Like image caption information retrieval, image retrieval is a 

process of finding images from a database based on image 

input queries [7]. The purpose of image retrieval is the same 

as image caption information retrieval, and the difference is 

that image retrieval uses a query in the form of an image, 

while image caption information retrieval uses a text query. 

The image return the authors used in this paper is CBIR 
(Content Based Image Retrieval) which searches for images 

based on the components that make up the image. 

Components in CBIR consist of color, shape, texture, 

topology, etc. [8]. CBIR is also an image search technique that 

does not rely on manually defined annotations [9]. Therefore, 

image returns can be classified as supervised or unsupervised 

learning. The difference between supervised learning and 

unsupervised learning is in determining labels on the dataset. 

If the dataset has a label, then it is included in supervised 

learning. On the other hand, unsupervised learning aims to 

group data in unlabeled datasets [10], [11]. In this paper, the 
authors used unsupervised learning on image recovery. 

The method the authors used to retrieve the image of batik 

is transfer learning on CNN. Transfer learning is a CNN 

model architecture that has been tested on many datasets and 

implemented on new datasets [12]–[17]. Previously, there had 

been CBIR for batik. Prasetyo and Kardihasin [18] used CNN 

and obtained an Average Precision Recall (APR) of 0.7654. 

The dataset used in this study is a personal dataset with a total 

of 1552 images consisting of 97 classes. Each class has 16 

pictures. In addition, there is also research by Azhar et al. that 

uses the Multi Texton Co-occurrence Descriptor (MTCD) 
method with KNN to retrieve images on the Batik300 dataset. 

The Batik300 dataset consists of 50 classes, with each class 

having six images. This study proves that this method 

increases the precision value by 0.8% [19]. 

From the two references, the dataset used is still small, and 

adding the number of datasets is needed to increase the 

variation of the data. Therefore, the authors propose using 

transfer learning and KNN in CBIR with the Batik7K dataset. 

IR enables it to retrieve images effectively and efficiently 

from large-scale databases with input images [20]. This study 

analyzes the effectiveness of the transfer learning method in 

CBIR with a large number of datasets. In this study, the 
authors open opportunities for another researcher to use the 

Batik7K dataset. 

II. MATERIAL AND METHOD 

A. Data Gathering 

The dataset used in this paper is the Batik7K dataset. The 

Batik7K dataset was obtained from the filtering dataset 

Batik41K [21]. The number of classes in the Batik7K dataset 

is still the same as Batik41K, which is 355 classes. The 
difference is that the number of images per class on Batik7K 

is 20.  

Therefore, the total number of images used in this paper is 

7100. Furthermore, this dataset is divided into training data 

and test data, and the division is 80:20. Thus, the number of 

training images per class is 16, while the test data is 4. The 

dimensions of each image in the dataset are 600 x 400. The 

sample of the dataset can be seen in Fig 1. 

 
Fig. 1 Sample dataset Batik 7K 

B. Data Processing 

Data processing includes data collection, resizing data, and 

normalizing data. Data collection is done using the 

skiimage.io library, which converts the pixels in the image 

into an array form. After that, the data will enter the resizing 

process. At this stage, the array will be resized to 128 x 128. 

This resizing process is carried out with the help of the 

skiimage transform library. Furthermore, the ndarray value 

goes through the normalization process on the color features. 
Therefore, the array value is divided by 255. So, the array 

value in each image will be in the form of a 128 x 128 matrix 

with normalized color values. From Fig 2, the program to 

process data can be seen. 

 

 
Fig. 2  Program Processing Data per Image 

C. Feature Extraction 

After going through the data processing process, the image 

that has become an array form is carried out by the extraction 

process on its features. The extraction process aims for the 
system to gain knowledge so that the system has good 

knowledge of class varieties in the batik dataset. The process 

of feature extraction starts by converting the array into a 

NumPy array (ndarray) according to the input values in the 

model. The input value in the model is the same as the resize 

value. Next, the NumPy array will be extracted according to 

the transfer model used (the transfer learning models we used 

are discussed in section 2.4). Later obtained extraction 
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according to the output layer on transfer learning. The result 

of the next output layer is flattened. The purpose of flattening 

is to convert the extraction output into a one-dimensional 

matrix. 

D. Models 

We used transfer learning from the pre-trained model used 

to extract features in the image. In this paper, the authors 

tested five transfer learning models and one CNN 
AutoEncoder model, as made by Prasetyo and Akardihas. 

[18]. We used the study's models of MobileNetV2, 

InceptionV3, InceptionResNetV2, and VGG19. As has been 

studied by Bose et at., these five pre-trained models have a 

good ability to extract features [22]. 

1) MobileNetV2: MobileNetV2 was introduced by Putra 

et al. [23]. The structure of MobileNetV2 can be seen in Fig 

3. MobileNetV2 has been tested on ImageNet classification. 

In addition, MobileNetV2 was also tested on pattern 

recognition of traditional clothes [24] and batik image 

classification [25]. The MobileNetV2 model uses a 
convolution block with a unique property that separates the 

model network's expressiveness capacity by using an input 

bottleneck [26]. 

 

 

Fig. 3  Model structure MobileNetV2 [26] 

2) InceptionV3 and InceptionResNetV2: InceptionV3 
was introduced by Widyantoko et al. [25]. InceptionV3 

enhances the model network by making the most efficient use 

of incremental computing with suitable factored convolution 

and aggressive regularization. InceptionV3 is suitable for big-

data classification scenarios [25]. On the other hand, 

InceptionResNetV2 was introduced by Widyantoko et al. [25]. 

InceptionResNetV2 is an Inception model added with a 

residual layer, and ts is aimed at the computational load on the 

Inception model [25]. 

3) VGG19: VGG19 was introduced by Arsa and Susila 

[27]. VGG19 can generalize well to various tasks and data 
sets, matching or outperforming more complex recognition 

channels built around image representation. The results of the 

VGG19 model emphasize the depth of visual representation 

[27]. 

4) CAE: In Table 1, the structure of the CAE model, as 
found in Prasetyo and Kardihasin [18], is a CNN layer that 

contains an encoder layer and a decoder layer. In this method, 

because Prasetyo and Kardihasin's [18] paper does not include 

the number of epochs, the authors used 100 epochs for 

training data. 

TABLE I 

CAE [18] 

Layer Type 
Size 

Output 

Shape 

Input (128,128,3) - 

Convolutional + 
Relu 

32 (3x3) filters, 1 stride, 2 
padding 

(128,128,32) 

Max Pooling + 
Dropout 

32 (2x2) filters, 2 stride, 0 
padding 

(64,64,32) 

Convolutional + 
Relu 

64 (3x3) filters, 1 stride, 2 
padding 

(64,64,64) 

Max Pooling + 
Dropout 

64 (2x2) filters, 2 stride, 0 
padding 

(32,32,64) 

Convolutional + 
Relu 

64 (3x3) filters, 1 stride, 2 
padding 

(32,32,64) 

Max Pooling + 
Dropout 

64 (2x2) filters, 2 stride, 0 
padding 

(16,16,64) 

Convolutional + 
Relu 

128 (3x3) filters, 1 stride, 
2 padding 

(16,16,128) 

Max Pooling + 
Dropout 

128 (2x2) filters, 2 stride, 
0 padding 

(8,8,128) 

Max Pooling 

(Neural Code) 

128 (2x2) filters, 1 stride, 

2 padding 
(4,4,128) 

Unpoling 128 (2x2) filters, 2 stride, 
0 padding 

(8,8,128) 

Deconvovution + 
Relu 

128 (3x3) filters, 1 stride, 
2 padding 

(8,8,128) 

Unpooling + 
Dropout 

128 (2x2) filters, 2 stride, 
0 padding 

(16,16,128) 

Deconvovution + 

Relu 

64 (3x3) filters, 1 stride, 2 

padding 
(16,16,64) 

Unpooling + 
Dropout 

64 (2x2) filters, 2 stride, 0 
padding 

(32,32,64) 

Deconvovution + 
Relu 

64 (3x3) filters, 1 stride, 2 
padding 

(32,32,64) 

Unpooling + 
Dropout 

64 (2x2) filters, 2 stride, 0 
padding 

(64,64,64) 

Deconvovution + 

Relu 

32 (3x3) filters, 1 stride, 2 

padding 
(64,64,32) 

Unpooling + 
Dropout 

32 (2x2) filters, 2 stride, 0 
padding 

(128,128,32) 

Deconvovution + 
Sigmoid 

32 (3x3) filters, 1 stride, 2 
padding 

(128,128,3) 

E. Similarity Measure 

Image similarity measurements were calculated using 

Euclidean distances [28]. The image is returned by calculating 

the Euclidean distance from the query with other images. The 

images with the smallest Euclidean distance value are the 

most similar to the query. The measurement of the Euclidean 
distance value is calculated by calculating the difference in 

the feature extraction results in each image. Therefore, the 

query must perform a feature extraction process in its 

implementation. Euclidean Distance gives the distance 

between two points directly with a straight line [29]. 

Euclidean Distance formula can be seen in formula (1). 

 d�P,Q�=�|P-Q|�
0
=�∑ �p

i
-q

i
�2n

i=1  (1) 
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Where, d is the Euclidean distance from the point P to Q 

and n is the dimension of the vector while p and q are the 

numerical points of the dimension n. 

F. K-Nearest Neighbor (KNN) 

K-Nearest Neighbors (KNN) was developed from the need 

to perform discriminant analysis when reliable parametric 

predictions of probability density are unknown or difficult to 

determine. K-Nearest Neighbors (KNN) is a technique for 
classifying data that previously did not know the distribution 

of the data. The use of KNN in this paper is intended to adjust 

the return position, so that good returns are obtained. Azhar et 

al. [19] prove that KNN can increase precision by re-ranking 

the retrieved image. 

G. Evaluation 

To show whether the model that the authors built is a good 

model or not. The authors used the Precision test [30] the 
precision formula is shown in formula (2). 

 Precision= 
TP

TP + FP
  (2) 

Where TP and TN are True Positive, and True Negative in 

both formulas. 

Precision is used to determine the ratio of the number of 

relevant images to the total number of images taken [31]. This 

ratio is the basis for measuring how good the model is made. 

The greater the Precision value, the more it indicates the 

model being tested is good. 

III. RESULTS AND DISCUSSION 

A. Experiment Settings 

The authors implemented the method on a computer device 

with 32 GB RAM, Intel® Core™ i9-10900K processor. The 

method is implemented in Python programming language 

with jupyter notebook software using GPU as a runtime 

device. While the library used is Keras Tensorflow. The type 

of GPU used is NVIDIA GeForce RTX 2060. 

B. Method Implementation 

The experiment starts with entering training data and test 

data into image processing, after which the features are 

extracted. Furthermore, the Euclidean distance measurement 

to the query image is carried out with all the data in this 

dataset, where a query is the entire unit of test data. 

Contribution to this research is the application of the 

transfer learning method with KNN on Big Data Batik. The 

value of precision on image return depends on the value of K, 

where K is the number of k-neighbors of image return. In this 

study, precision is used to measure whether the method that 
the authors implemented impacts the image return 

performance. Recall is not used as a benchmark in this study 

because if the recall is used, then the image returns must be 

by the maximum number per class. In this study, the authors 

used retrieval values ranging from small to large to determine 

the effect of the K value on the development of the precision 

value. 

The experiment was done by trying research methods with 

several scenarios. The authors used two scenarios to prove 

whether KNN can improve precision performance. Thus, two 

scenarios are tested for each transfer learning model and one 

CAE model. In each scenario, there are variations in the 

number of images returned (r) to determine how well the 

model is in the case of small and large images. 

TABLE II 
PRECISION ON EACH MODEL WITHOUT USING RE-RANKING KNN 

  
r 

Precision 

CAE 
Mobile
NetV2 

Incepti
onV3 

InceptionR
esNetV2 

VGG19 

3 0.9387 0.9690 0.9605 0.9309 0.9535 
5 0.9492 0.9725 0.9675 0.9380 0.9576 
10 0.9528 0.9774 0.9766 0.9436 0.9598 
15 0.9598 0.9802 0.9788 0.9471 0.9626 

 

In the first scenario, all models were tested without the 

KNN re-ranking method. Here, r is the number of images 

returned from the input query. It can be seen in Table 2 that 

MobileNetV2 has the highest precision compared to other 

methods. 

TABLE III 
PRECISION ON EACH MODEL USING RE-RANKING KNN 

r K Precision 

CAE + 

KNN 

Mobile

NetV2 

+ KNN 

InceptionV

3 + KNN  

Inception 

ResNetV2 

+ KNN 

VGG19 

+ KNN 

3 3 0.9387 0.9690 0.9605 0.9309 0.9535 

5 0.9443 0.9725 0.9676 0.9379 0.9577 

10 0.9514 0.9761 0.9767 0.9436 0.9598 

15 0.9605 0.9809 0.9767 0.9436 0.9626 

5 5 0.9492 0.9725 0.9675 0.9380 0.9576 

10 0.9492 0.9760 0.9768 0.9437 0.9598 

15 0.9591 0.9809 0.9795 0.9472 0.9627 

10 10 0.9528 0.9774 0.9766 0.9436 0.9598 

15 0.9584 0.9809 0.9796 0.9471 0.9626 

15 15 0.9598 0.9802 0.9788 0.9471 0.9626 

20 0.9612 0.9830 0.9802 0.9542 0.9633 

 
(a) 

 
(b) 

Fig. 4  Comparison of Image Retrieval. (a) with re-ranking KNN; (b) without 

re-ranking KNN 

 

In Table 3, K is the number of KNN neighbors, and r is the 

number of images returned. The batik image retrieval system 

first takes a number of pictures with a K value, then KNN will 

classify each image taken and sort them according to the 
classified label. After that, the system returns the image 
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according to the number r. Fig 4 is an example of Batik image 

retrieval in two conditions, namely by using KNN re-ranking 

and without using KNN re-ranking with the same number of 

returns, namely three images. 

In Fig 4 (a), it can be seen that the third-ranked image 

returned does not match the image entered in the query. On 

the other hand, in Fig 4 (b), which uses KNN re-ranking with 

a total of 5 k-neighbors, KNN functions to classify images 

taken according to the k-neighbor value. From this 

classification process, the returned images are re-ranked 

before being returned according to the number of r as much 
as 3.  

 
Fig. 5 Precision of each model based on the value of r using train and test 

data  80:20 
 

 
Fig. 6 Precision of each model based on the value of r using train and test 

data 90:10 

 

As shown in Fig 5 and 6, MobileNetV2 got the first rank in 

terms of Image Retrieval Batik without using Re-Rank KNN 

from all variations of the r value. The next ranking was 

followed by InceptionV3, VGG19, CAE, and 

InceptionResNetV2 in second, third, fourth, and fifth 

positions, respectively. 

As can be seen in Fig 7 and 8, the order in which the 

precision values of the model and KNN are ranked is still the 
same as the order of the precision values of the model without 

KNN. The first position is held by MobileNetV2 + KNN, 

followed by InceptionV3 + KNN, VGG19 + KNN, CAE + 

KNN, and InceptionResNetV2 + KNN in the second, third, 

and fourth positions, respectively, taken from the largest 

precision value that can be generated for each variation of r, 

from the graph, in the variation of r = 3 and r = 5, the precision 

value of InceptionV3 for K = 10, managed to outperform 

MobileNetV2 for the same K value of K = 10.  

 

 
Fig. 7 Precision of all models based on the values of r and K using train and 

test data  80:20 
 

 
Fig. 8 Precision of all models based on the values of r and K using train and 

test data  80:20 
 

To find out how influential KNN has on precision values 

in all tested models, the difference in precision values for 

models using KNN and not using KNN is calculated and 

averaged from the two splitting scenarios. The results can be 

seen in Table 4. As a result, KNN re-ranking can increase the 

precision model value by 0.00272 compared to models that do 

not use KNN re-ranking. Furthermore, the average increase in 

precision values between those using and not using the KNN 

re-rank for all pre-trained models tested was 0.00237. And 

specifically for the CAE model, there was an increase of 
0.0041 between those using KNN re-ranking and not using 

KNN re-ranking. 

TABLE IV 

AVERAGE PRECISION VALUES FOR ALL R AND K 

Model With re-

ranking 

KNN 

Without 

re-

ranking 

KNN 

Difference 

between 

precision 

values with 

and without 

KNN re-rank 

CAE 0.9622 0.9581 0.0041 

MobileNetV2 0.9871 0.9859 0.0012 

InceptionV3 0.9802 0.9774 0.0028 

InceptionResNetV2  0.9605 0.9566 0.0039 

VGG19  0.9705 0.9689 0.0016 

Average Difference 0.00272 
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Query 

 
Fig 9. Retrieval result using MobileNetV2 

C. Further Analysis 

The authors provide a collection of images returned using 

the MobileNetV2 and CAE methods in Fig 9 and Fig 10. 

Judging from the comparison of Fig 9 and Fig 10, the Image 

Retrieval Batik using MobileNetV2 is better than the method 

in the previous study, namely CAE. There is a significant 

difference between the results of the MobileNetV2 model and 

the CAE model. In CAE, the images returned at positions 7, 
8, 9, and 10 do not match the images entered by the query. In 

contrast to MobileNetV2, which returned the ten images 

correctly according to the input query. 

One of the key advantages of MobileNetV2 over CAE is 

its ability to perform well on a wide range of tasks. 

MobileNetV2 has been trained on a large dataset and fine-

tuned for various tasks, such as object detection, semantic 

segmentation, and image classification. This allows it to be 

used in a wide range of applications, from mobile applications 

to embedded systems. MobileNetV2 has been specifically 

designed to be efficient in terms of model size and inference 
time.  

 

 
Query 

 
Fig 10. Retrieval result using CAE 

IV. CONCLUSION 

In implementing several pre-trained models and models 

contained in the main reference, MobileNetV2 is the best 

model in terms of Batik Image Retrieval, followed by 

InceptionV3 and VGG19 in the second and third positions. 

Meanwhile, CAE and InceptionResNetV2 each took fourth 

and fifth positions. This study also found that using KNN in 

Image Retrieval on the Batik 7K dataset can increase the 

precision value by 0.00272. For further research, there could 

be the approach for different pre-trained models and model 

deployment, especially CBIR using MobileNetV2 and KNN. 
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